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Abstract
This paper addresses the issue of Out-Of-Vocabulary

(OOV) words detection in Large Vocabulary Continuous
Speech Recognition (LVCRS) systems. We propose a method
inspired by confidence measures, that consists in analyzing the
recognition system outputs in order to automatically detect er-
rors due to OOV words. This method combines various fea-
tures based on acoustic, linguistic, decoding graph and seman-
tics. We evaluate separately each feature and we estimate their
complementarity. Experiments are conducted on a large French
broadcast news corpus from the ESTER evaluation campaign.
Results show good performances in real conditions: the method
obtains an accuracy of 45%-90% in OOV word detection with
2.5%-17.5% of false detection.
Index Terms: OOV word detection, confidence measures,
speech recognition

1. Introduction
Large Vocabulary Continuous Speech Recognition (LVCSR)
systems are restricted by the limited size of the lexicon, since
Out-Of-Vocabulary (OOV) words are frequently meaningful,
and may be potentially critical for speech mining or index-
ing systems. The increase of lexical coverage by an exten-
sive growth of the size of the vocabulary is not suitable be-
cause it introduces noise and it requires additional comput-
ing resources for handling huge vocabularies. Some authors
proposed domain-specific methods for augmenting the lexicon.
These approaches generally rely on a semantic analysis of the
spoken contents. [1] proposed to use local context to build web-
queries allowing to retrieve missing words.

One of the main difficulty in designing efficient methods
for OOV word retrieval is to automatically detect them. Most
of previous work addresses this problem by integrating fillers
in the language models that are supposed to absorb unexpected
speech segments. These methods demonstrated good perfor-
mances on small or medium vocabulary tasks but the integration
of filler models requires a fine tuning of the language models,
especially on large vocabulary tasks. Others proposed a pos-
teriori approaches, where the intermediate Automatic Speech
Recognition (ASR) system outputs are analyzed in order to lo-
cate the transcripts areas where errors are due to OOV words.
In this paper, we present such an a posteriori method that aims
at detecting OOVs by analysing the output of a first recogni-
tion pass. We propose various features that are independently
evaluated and combined in a statistical classifier.

In the next section, we draw an overview of related works
about OOV word detection. In section 3, we present our

method, which is derived from confidence measure estimation
approaches. We focus on specific aspects of OOV detection in
comparison with classical confidence measures.

In Section 4 we define the experimental framework. We de-
scribe the ESTER corpus on which experiments are conducted
and we detail the experimental protocol.

In Section 5, we propose various features for OOV detec-
tion. We evaluate their relevance their complementarity for
OOV word detection. We also study the impact of Word Er-
ror Rate (WER) on our OOV detection methods. Finally we
present results on the whole test corpus in Section 5. The last
section presents conclusions and prospects.

2. Related work
The detection of OOV words has been explored in several ways;
some research groups [2, 3, 4] proposed to model OOV words
through lexical fillers or generic word models: the goal is to
cover all OOV word pronunciations, by representing them with
sub-word units. Unfortunately, these methods often absorb
parts of the speech corresponding to known words, and require
to be finely tuned. Furthermore, these approaches are often used
with small lexicons.

High-level information (syntactical, semantic) is used for
both OOV detection and confidence measures estimation. [5]
proposes to detect OOV words in spoken dialog system. Exper-
iments are conducted in closed domains, but show the benefits
of distant context for detecting named entities. [6] proposes to
use Latent Semantic Analysis (LSA) for estimating confidence
measures in LVCSR systems; results show a good accuracy but
relatively low recall rates.

Other works [7, 8, 9] use, in different ways, the edit distance
between the phoneme lattice and the decoded words, misalign-
ment being supposed to be more frequent in OOV words.

These methods yield good accuracy, but do not take directly
into account semantic features or graph topology.

In other articles [10, 11, 12] OOV words are identified by
using confidence measures. These approaches allow one to in-
troduce more information sources extracted from the LVCSR
system. These methods obtain better accuracy than the filler-
model, but they are limited to spoken dialog systems or isolated
word recognition. Moreover, they do not use robust linguistics
features.

Recent approaches for confidence measure estimation use
side-information extracted from the recognizer: the number of
competitors at the end of a word, normalized likelihoods, lin-
guistics features, decoding process behavior, etc. Some work
addressing the use of confidence measures show the prominence



of language models: [13] proposes to combine acoustic and lin-
guistic features such as language model back-off behavior and
posteriors.

3. Detecting OOV words
3.1. Principle

The proposed method consists in 3 stages. The first one extracts
features related to acoustic, linguistic, search graph topology.
Then, a first OOV detection hypothesis is produced by a classi-
fier based on the boosting algorithm. Finally, a semantic module
refines this detection process. The next subsections detail this 3
steps detection method.

3.2. Extracted features

Each word from the hypothesis is represented by a feature vec-
tor composed of 23 features, that are grouped into 3 classes.

OOV word utterance induces probably acoustic distortions
between the hypothesis and the best phonetic sequence. We use
acoustic features wich consist of the acoustic log-likelihood of
the word, the averaged log-likelihood per frame, the difference
between the word log-likelihood and the unconstrained acoustic
decoding of the corresponding speech segment.

Linguistic features are based on probabilities estimated by
the 3-gram language model used by the ASR system. We use
the 3-gram probability, the perplexity of the word in the win-
dow, the unigram probability. We also add the index, proposed
in [13], that represents the current backoff level of the targeted
word. This value is set to 3 if the current trigam occurred in the
train corpus, 2 if only the current bigram occurred, 1 overwise.

Graph features are based on the analysis of the word con-
fusion networks. The use of these features is motivated by the
idea that when an OOV occurs, the search algortihm proba-
bly explores various alternative paths that are similarly scored.
Backtracking behavior and the distribution of posterior proba-
bilities could be a good index of unknown word detection. We
use the number of alternative paths in the word section, and the
posterior probability. We also include values related to the dis-
tribution of posteriors probabilities in the word section: the 2
extremum values, the mean of the posteriors from the sausage
section, the number of null links before and after the current sec-
tion. A last parameter represents the mean duration of words,
that is estimated in a 500ms window.

3.3. Features combination and classification

We use a boosting classification algorithm in order to combine
features, as detailed in [14]. The classifier is a variant of Adap-
tive Boosting (Adaboost): icsiboost 1. The algorithm consists
in an exhaustive search for a linear combination of classifiers
by overweighting misclassified examples. An advantage of this
classifier is its ability to provide posteriors, which allows for an
intuitive interpretation of the results.

Input vectors are estimated on a window composed by 3
consecutive words. On each word, we estimate the 23 features
previouslay described. We finally obtain a 69 coefficient vector
including previous, current and next word descriptors.

The classifier is trained on a specific training corpus, that
was not included in the ASR system training. Each word from
this corpus is tagged as in or out of vocabulary, according to the
ASR system lexicon.

1available on http://code.google.com/p/icsiboost/

3.4. Latent Semantic Analysis and web trigrams for OOV
words

Latent Semantic Analysis is a technique that allows to associate
words that tend to co-occur within documents with a semantic
relation. The assumption is that co-occurrent words within the
same document are semantically linked.

In our system, a semantically consistent word sequence
may be considered as unexpected by the ASR language model,
due to the limits of the n-gram language models. Therefore,
we estimate an index of semantic consistency (SC) that allows
to validate (or to reject) OOV detections previously performed
by the classifier. This measure is not included in the classifier
because of the introduced noise in non-OOV words. It is only
applied on detected words, as a last filtering process.

This filter combines two measures based on the web and the
French corpus Gigaword. The first estimates the probability of
a word co-occurences as a ratio of Google hits [1]. This mea-
sure is estimated on a local window of 3 words (including the
targeted one) filtered by a stop list. The second uses the Latent
Semantic Analysis (LSA) to estimate how much the targeted
word is semantically close to the current segment [6] : for each
targeted word, the LSA module selects the 100 closest words.
The cardinality of the intersection of this bag of words and the
current segment is normalized by the segment size, and the re-
sulting value is linearly combined with google-based scores.

4. Experimental framework
4.1. The LIA broadcast news system

Experiments are carried out by using the LIA broadcast news
(BN) system which was used in the ESTER evaluation cam-
paign. This system relies on the HMM-based decoder devel-
oped at LIA, Speeral [15]. Speeral is an asynchronous decoder
operating on a phoneme lattice; acoustic models are HMM-
based, context dependent with cross word triphones. The lan-
guage models are classical trigrams estimated on about 200M
words from the French newspaper Le Monde and from the ES-
TER broadcast news corpus (about 1M words). The lexicon
contains 67K words. In these experiments, only one decoding
pass is performed in 3x Real Time (RT).

4.2. The ESTER corpus

The training and development parts of the data set are based
on the training corpus provided for the ESTER evaluation cam-
paign. The ESTER corpus consists of French radio broadcasts
of the Radio-France group. The training corpus contains 15K
in-vocabulary words randomly selected among 1M words and
15K OOV words extracted from the whole training corpora.

We test our approach on 7 hours of speech extracted from
the ESTER test set. The number of OOV words is about 900,
which, since the corpus contains 65,000 words, represents an
OOV rate of about 1.5%. The mean WER is 28.9 because only
the first pass of decoding is performed.

4.3. Detection protocol

OOV words have been manually specified by selecting all the
reference words not available in the lexicon. During the detec-
tion, if a marked OOV word overlaps with a true OOV word,
the OOV word is considered as true detection. All the other
selected words are considered as false detection.



5. Experiments
We performed three experiments to estimate the relevance of the
features and their complementarity. Moreover, we estimate the
system robustness by evaluating the detection rates according to
the WER.

5.1. Relevance of the features

5.1.1. Classification depending on each parameter

In this section, we draw an overview of the classification ability
for each set of features. We always use the same model trained
with icsiboost, but we disable unwanted features during classifi-
cation. We use Receiver Operating Characteristic (ROC) curves
to display OOV true and false detection rates. Curves are traced
by varying the threshold on classifier outputs.

Figure 1: Relevance of each feature

The ROC curves, shown in Figure 1, present the output of
the classifier for each separate feature compared to the combi-
nation of all features. Results show that the most relevant de-
scriptors are the linguistic and graph-topology features, while
acoustic features and posteriors seem weaker in comparison to
others. Linguistic scores, language model back-off behavior are
predictors of linguistics breaking. This break is characteristic
of incoherences due to unknown word or recognition errors. An
interesting thing is the quality of the language model back-off
behavior, which presents results close to language model prob-
abilities.

Graph topology is also a interesting feature, because it is
related to recognition process difficulties. A surprising result
is the high discriminative capacity of the unigram probability.
This may be due to fact that the system trends to backoff, when
unknown words are encountred, to small but infrequent words
that are acoustically matching to the signal. However, the com-
bination of all the features show a significant improvement. In
spite of the feature heterogeneity, we observe a relatively high
complementary.

5.1.2. Linguistic context of OOV words

The experiments reported in the previous section show the rel-
evance of the OOV word contexts (Figure 2). Our topology
includes the previous and next word for each spotted word. An
unexpected result is that the previous and next word seem to
be more informative than the spotted word with a prevalence
for the previous word. The previous word is probably more
relevant, concerning linguistic shifts, than the middle and next
words: we must not forget that the features of the previous word
hold linguistic information about the middle word.

Figure 2: Relevance of the words in an observation window

Yet, the combination of the three sets of feature of the words
leads to a 10% relative improvement, whereas the use of a win-
dow bigger than 3 words leads to worse results.

5.2. Complementarity of features

After the overview of the feature relevance, we study their com-
plementarity. The baseline curve uses the best observed set of
features in the previous section. Then, we enable each new set
of features according to their relevance, from the most relevant
to the last relevant.

Figure 3: Complementarity of the features

The ROC curves (Figure 3) show the complementarity of
each set of features.

We measure the complementarity by using the Equal Error
Rate (EER). The EER is the point where OOV word detection
rate and false detection rate are equal. In the table of Figure 3
we show the EER evolution for each added set of features.

Each set provides some discriminative information, except
from the unigram probability that seems to be redundant with
the language model scores. An unexpected result is the acoustic
significance. This feature shows the best improvement, while
it exhibits the worst performance when other features are not
used. However, the classifier allows one to relate different
acoustic features. Sets of features are therefore complementary
and mutually dependent.

5.3. OOV words and WER

These last experiments examine the behavior of the detection
according to the WER obtained in transcription. We have sorted
the test segments in 6 slices of WER (Figure 4).

In Figure 4 we show results for the different slices of WER.
We can remark a correlation between WER and OOV rate. ROC



Figure 4: Results for each WER slice

curves show three trends: an excellent classification for WER
between 10% and 30%, a stable classification for WER between
0% and 10% or 30% and 50%, and a degradation beyond 50%.

The 0%-10% slice is surprising because it is far from the
best slices. It corresponds to speech segments with very low
OOV rate (0.25%), that may increase the detection difficulty
: high lexical coverage and good WER indicates acoustic and
linguistic contexts probably close to the training conditions, on
which our features may be less informative.

However, between 10% and 30%, the classification rates are
greater than the ones observed on other slices. It probably cor-
responds to the most frequent decoding context, on which the
test condition matches the training conditions and where fea-
tures are significants. Beyond 50%, noise decreases the accu-
racy. Globaly, experiments show a relatively good robustness
against WER, except when ASR system dramatically fails.

5.4. Semantic Filtering of detected OOV words

In the final pass, we propose to use semantic information for
filtering the detected OOV words. We use the semantic module
only on detected OOV words, with the purpose to refine de-
tection on semantically coherent words. The ROC curves are
presented in Figure . Results show that the filter reduces the
EER by 4% relatively (15.2% to 14.6), while the false detection
rate decreases of about 5% relative.

Figure 5: Results after the semantic filter

6. Conclusion and future work
In this paper we presented a method for the detection of OOV
words in Large Vocabulary Continuous Speech Recognition
systems. Our approach consists in extracting multiple features
during the speech recognition process: acoustic features, lin-
guistic features, topology graph features. Finally, a semantic
module performs a last filtering pass to reduce the false detec-
tion rates.

Our experiments showed promising results: OOV word de-
tection seems to be homogeneous, despite the inconstant WER.
The proposed method allows one to detect 45% of the unknown
words with a 2.5% false acceptance rate, or 90% for 17.5% false
acceptance. Experiments show that linguistic and graph-based
features are the most relevant predictors. However, acoustic fea-
tures associated to the others make the detection more robust.
Finally, semantic filtering provides a slight but significant im-
provment.

Presently, these results rely only on the one-best word hy-
pothesis; we plan to extend the semantic module in order to re-
trieve alternative paths in the graph, for invalidating false OOV
word detections. We wish to add more semantic analysis, such
as the automatic detection of named entities that usually com-
pose a large part of unknown words.
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