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## Highlights

- Incidence of porous membrane structure on the interface extent between two liquids has been studied
- The numerical model was generated by using the Lubachevsky-Stilliger algorithm.
- The simulated annealing method was applied to minimize the energy of the liquid-liquid interface
- A systematic study of the effect of the contact angle on the liquid-liquid interface has been performed.
- The contact angle and porosity are the most important properties controlling the extent of liquid-liquid interfaces.


#### Abstract

The properties of the interface of two immiscible fluids play an important role in several processes such as membrane supported liquid extraction, enhance oil recovery, aquifer remediation, etc. In this paper the spatial distribution of two immiscible liquids in non-dispersive contact via a porous media is studied by using numerical simulations. The simulations are carried at pore-scale by minimizing the total interfacial energy using the simulated annealing method. This technique allows us to compute the spatial distribution of fluids in the pores without assuming the geometry of the solid or the interface. The studied solids are made of randomly packed spheres either monodispersed or bi-dispersed. The effect of pore size distribution, tortuosity, porosity and contact angle on the liquid-liquid interface extent and geometry is analyzed. The simulations demonstrate that liquid-liquid interface follows a simple linear correlation with the contact angle. At low contact angle the wetting phase extents into the non-wetting phase forming pendular liquid bridges. The continuity of the phases is evaluated. The liquid-liquid interface is mostly continuous for all the contact angles.
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## 1. Introduction

Transport properties in porous media are subject of many studies in the context of various technological processes such as enhanced oil recovery, aquifer remediation, membrane separation, carbon sequestration, etc. Among the problems of interest are diffusion and its dependence on the multiphase equilibria of fluids penetrating porous structures. In particular, the liquid-liquid interfacial area is an important parameter for the mass transfer between the phases [1-5]. It is also important to describe the flow of liquids in the porous material.[6,7]

The interfacial area of two immiscible fluids inside a porous media can be measured by two main methods: 1) the interfacial tracer technique [8-11,11-15] and 2) high-resolution microtomography [16-18]. On the other hand, numerical simulations and theoretical models are useful to gain a better understanding of the shape and extent of the interface and its relationship with parameters as porosity, grain size and contact angle. There are several theoretical and empirical models in the literature to quantify the interfacial areas in porous media [18-22]. All these studies were carried out on systems where a phase is dispersed into the other, i.e. when coalescence is negligible. In this paper we are interested in interfaces between two liquids in contact inside a porous material separating the two immiscible phases. This non-dispersive contact can be found in several technological processes such as membrane supported liquid-liquid extractions [23-27], the so-called pertraction, aquifer remediation [28], and the immiscible displacement of oil [29-31]. In the pertraction process the porous material plays the role of immobilizing the interface across which the mass transfer takes place. A complete kinetic model for these systems should take into account the rate of transfer at the interface. The interface is mainly characterized by its location, shape, and extent which are controlled by capillary forces. Therefore, one can deduce that the properties of the solid affect the properties of the liquid-liquid interface. For that reason an important question is the following: to what extent the properties of the porous material and its wettability change the interfacial area? To the best of our knowledge, there are not hitherto studies describing the relationship between the interface of two liquids in non-dispersive contact and the properties of the solid.

In systems governed only by interfacial forces the distribution of phases at equilibrium is given by the minimum in the total Gibbs interfacial excess free energy ( $G_{m i n}$ ). Due to the complex relationship between $G_{\min }$ and the pore geometry it can be determined analytically only for a few simple pore geometries. Therefore, numerical methods are used in the case of complex pores. The
simulated annealing method has been proposed as a reliable method to find the distribution of phases in three-dimensional porous materials [32-36]. On one hand, it can be applied to all kind of porous networks without assuming the geometry of the interface or pores. Hence, a more realistic representation of the pores can be used. On the other hand, the main disadvantages of this method are its high demand of required memory and computational time. The goal of this paper is to study how textural properties of the solid and its wettability impact the liquid-liquid interface inside a porous matrix. In particular the porosity, grain size, size dispersion, pore size distribution (PSD), and tortuosity are taken into account. The spatial distribution of the phases is calculated by minimizing the total interfacial energy using the simulated annealing technique.

## 2. Porous media with fixed physical-chemistry properties

The properties of porous materials are defined by their tortuosity, porosity and grain size distribution, among others. The following section describes the algorithm used to generate a model of the solid and the methods used to characterize such solids.

### 2.1 Porous media generation

In order to simulate the interface of two immiscible fluids in a porous solid media a detailed model of the solid is needed. The role of this model is to provide an idealization of the real solid (porous membrane, soil, or tissue) preserving its characteristics. Ideally the model should capture all properties of the real random solid. Unfortunately most of porous solids are too complex for a complete and accurate description. In addition, a general procedure to carry out reconstructions of disordered structures is possible only for some random media [37]. In this paper, as a first step, the porous material is represented as a dense packing of monodispersed or bidispersed spheres. This is an idealization of a real porous solid, but it provides a simple model that allows us to study the relationship between some relevant properties, such as the PSD, tortuosity, porosity, and the interfacial area. Another option is to use extended experimental reconstructions of natural media [33].

The algorithm to generate the random packing of spheres is based on the Lubachevsky-Stillinger protocol $[38,39]$. In this algorithm, the porosity and the grain size distribution are set to a desired
target. First, all spheres centers are randomly located in the simulation box. Then, the spheres are allowed to grow using a pre-specified rate. The eventual collision between spheres are solved using a repulsive hard-core potential. The growing of spheres is stopped when the system reaches the pre-specified porosity and size grain distribution. In this paper two particle size distribution are used as solids: monodisperse and bidisperse systems. For the bidisperse packing, the radius of the smallest spheres is half the radius of the largest ones. An example of simulation box of monodisperse and bidisperse spheres is shown in Figure 1A and B, respectively.

The structures are transformed into 3-D binary matrix by dividing the unit cell into smaller cages called voxels (or bins). For all the calculations carried out in this paper the cubic simulation box is divided into 150 parts in each direction of space. Thus, $150^{3}$ voxels (or bins) are formed. The following convention is used: voxels that belong to the solid phase are marked as 1 , while those that are part of the porous space are marked as 0 . To guarantee a sufficiently high resolution the smallest sphere diameter is always greater than $10 \%$ the length of the simulation box. Thus the minimum sphere diameter is equal to 15 voxels. The maximal sphere diameter is equal 35 voxels. As a consequence, the volumes of a sphere is always below $1.5 \%$ of the total box volume.

Randomly packed grains can have a wide variety of pores with different geometries. In order to have a correct representation of such pores and to calculate the average properties of the solid discussed below, such as its tortuosity, PSD and the liquid-liquid interface, M packings of grains with the same porosity and grain size distribution are generated. The number M is set to be representative of all possible configurations for the specific porosity and grain size distribution.

### 2.2 PSD calculations

The PSD is calculated using the distance transform of the binary matrix. A distance transform or distance map of a binary map is a matrix containing the distances between the nearest voxel belonging to a different phase [40]. The calculation is performed only for the phase of interest, i.e. for the porous phase. In order to reduce the computational cost, a spherical cutoff radius is applied. Thus, only voxels inside the spherical cutoff are taken into account. The cutoff radius used here is equal to half the length of the cubic simulation box. Periodic boundary conditions are used in the three dimension of space.

The cumulative pore volume (CPV) is calculated by inserting in each voxel spheres of radius $r$. The insertions start from the largest sphere to the smallest ones. The distance transform is used to
localize voxels that allows the algorithm to insert a sphere of radius $r$ without overlapping with the solid phase. Once a free place is found the space is occupied and the fraction of the porous space filled by the spheres is calculated. The pore size distribution is the negative value of the derivative of the pore volume with respect to the radius $\mathrm{r}(-\mathrm{dV}(\mathrm{r}) / \mathrm{dr})$ [41,42]. Due to the finite size of the voxels the pore volume is not continuously filled, hence this produces small jumps in the CPV which are amplified by the derivative. To avoid this effect the CPV curves are interpolated by using the spline method.

Since the simulation box have a finite size, it is not representative of all pores that would be present in a real porous solid with the same porosity and grain size distribution. To overcome this problem, the CPV and PSD are calculated for a large number of different simulation boxes with the same porosity and grain size distribution. Then, the average of the properties of all the packings is calculated. Successive grain packing are added until a converged PSD is obtained. The reduced porous radius ( $r^{*}$ ) used here is defined by: $r^{*}=r / L$, where $r$ is the porous radius and $L$ is the length of the cubic simulation box. The method has been validated by using solids with a well-known PSD, e.g. cylindrical pores.

### 2.3 Tortuosity calculations

The tortuosity is defined as the ratio of the diffusivity in a free medium to the diffusivity in a porous material. It characterizes the sinuosity and interconnection of a given porous media. In this work the tortuosity ( $\tau$ ) was calculated by using the random walk method [43,44]. This method can be applied straightforwardly in the case of binary three-dimensional solids. In this method a "walker" is introduced in the pore space (voxels marked as 0 ) and a counter called time ( t ) is initialized $(t=0)$. Then one of its six nearest neighbors is chosen randomly. The walker jumps to the next position only if the chosen voxels belongs to the porous space, otherwise the jump is not carried out and a new neighbor is chosen. The counter $t$ is incremented by 1 at every trial. For every $t$ the squared distance is calculated from the starting point. This calculation is repeated for a pre-established number of trials (Maxstep). Here Maxstep is set at 50.000 trials. Once Maxstep is reached a new walker is introduced at a random location. The mean square displacement at each $t$ for several walkers is calculated by:

$$
\begin{equation*}
\left\langle r^{2}\right\rangle=\frac{1}{k t r y} \sum_{i=1}^{k t r y} r_{i}^{2} \tag{1}
\end{equation*}
$$

where ktry is the number of walkers. The tortuosity is calculated at each t is given by:

$$
\begin{equation*}
\tau=\frac{\left\langle r^{2}\right\rangle(\text { free space })}{\left\langle r^{2}\right\rangle(\text { porous media })} \tag{2}
\end{equation*}
$$

To improve the statistic new walkers are continuously added. The simulation finishes when the relative error calculated by equation (3) falls below $0.01 \%$.

$$
\begin{equation*}
e r=\frac{\left|\tau_{\text {old }}-\tau_{\text {new }}\right|}{\tau_{\text {new }}} \times 100 \tag{3}
\end{equation*}
$$

As in the case of the PSD, the mean tortuosity for a given porosity is calculated for a large number of randomly distributed spheres packing (M).

## 3. Methodology to determine the interfacial area

Consider a porous solid that is brought into contact at one side with a wetting liquid (liquid 1 , L1) and a non-wetting liquid (liquid 2, L2) at the other side. Pressures $p_{L 1}$ and $p_{L 2}$ are applied to the wetting phase and non-wetting phase respectively. The porous space is completely filled by the wetting fluid due to capillary forces. The non-wetting phase stays out of pore space until $p_{L 2}$ reaches the threshold pressure, $p_{\mathrm{c}}$. For cylindrical pores $p_{\mathrm{c}}$ is calculated by the Young-Laplace equation:

$$
\begin{equation*}
p_{L 2}-p_{L 1}=p_{c}=\frac{2 \gamma \cos \theta}{r} \tag{4}
\end{equation*}
$$

where $\gamma$ is the liquid-liquid surface tension, $\theta$ is the contact angle, and $r$ is the radius of the cylindrical pore. If the system is isothermal, reversible, with incompressible liquids, and with constant mass, the external work done on the interface is equal to the total interfacial free energy $(G)$ and the volume displaced $(\Delta V)$ is given by:

$$
\begin{equation*}
-p_{c} \Delta V=\Delta G \tag{5}
\end{equation*}
$$

Finally at equilibrium $\Delta G=0$. Thus, an interface is created between the liquids in the porous solid. The bulk of the liquids are in non-dispersive contact, i.e. they do not disperse into each other. The interface is immobilized by the pressures $p_{L 2}$ and $p_{L 1}$, and the capillary forces. The capillary forces are determined by the surface tension, the contact angle, and the local geometry of the
porous solid. Thus, the distribution of phases and therefore the shape of the meniscus are functions of these parameters.

For a system governed by the total interfacial free energy, the equilibrium phase distribution inside a porous media is determined by the minimal interfacial energy. This minimum depends on the structure of the solid and several properties of the solid and liquids such as the contact angle and the surface tension. Due to the complex relationship between the properties of the interface (i.e. shape, extent, and location) and the properties of the solid, the minimum, and therefore the distribution of the phases at equilibrium, can only be determined by numerical methods [32,45,46]. A common method used to determine the minimal interfacial energy is the simulated annealing technique [32-36]. It is usually applied to solve a variety of general problems relating to finding a state of minimum 'energy'' among a set of many local minima. Standard annealing methodology has been defined by using a control parameter T and the Boltzmann probability distribution [ 33,45$]$. If the system is carefully annealed then it reaches the minimum energy state. For a system where the interfacial energy is dominant, the physically relevant parameter is the total interfacial free energy. This means that the effect of all other forces such as gravity can be neglected. Thus, the target function to be minimized is:

$$
\begin{equation*}
G=\sum_{i} A_{i} \gamma_{i} \tag{6}
\end{equation*}
$$

where $A_{i}$ and $\gamma_{i}$ are the interfacial area and the surface free energy of the interface $i$. For a system with three pure phases three interfaces are formed. Thus, considering a system made of liquid 1 (L1), liquid 2 (L2), and the solid (S) the interfaces are L1L2, L1S, and L 2 S , and $G$ is given by:

$$
\begin{equation*}
G=A_{L 1 L 2} \gamma_{L 1 L 2}+A_{L 1 S} \gamma_{L 1 S}+A_{L 2 S} \gamma_{L 2 S} \tag{7}
\end{equation*}
$$

The relationship between the free surface energies and the contact angle $(\theta)$ is given by Young's equation:

$$
\begin{equation*}
\gamma_{L 1 S}=\gamma_{L 2 S}-\gamma_{L 1 L 2} \cos \theta \tag{8}
\end{equation*}
$$

Substituting equation (8) into (7) and rearranging gives:

$$
\begin{equation*}
G=\gamma_{L 1 L 2}\left(A_{L 1 L 2}-A_{L 1 S} \cos \theta\right)+\gamma_{L 2 S}\left(A_{L 1 S}+A_{L 1 S}\right) \tag{9}
\end{equation*}
$$

Note that the last term in equation (9) is the total surface area of the solid $\left(A_{s}\right), A_{S}=A_{L I S}+A_{L 2 S}$. Therefore, it is a constant. Differentiating the total interfacial energy yields:

$$
\begin{equation*}
\Delta G=\gamma_{L 1 L 2}\left(\Delta A_{L 1 L 2}-\Delta A_{L 1 S} \cos \theta\right) \tag{10}
\end{equation*}
$$

To apply the annealing method the simulation box is divided into N voxels. As stated previously, voxels marked as 0 can be occupied by liquid 1 or 2 (pore media), while bins marked as 1 are part of the solid and cannot be occupied by any liquid. At the beginning all the pore space is filled randomly by liquid 1 or liquid 2 until a given volume ratio $\mathrm{L} 1 / \mathrm{L} 2$ is reached. The ratio L1/L2 defines the wetting phase saturation (Sw). To study the effect of the contact angle Sw was fixed at 0.5 . The choice of this value is justified in section 4.4.

The objective here is to find the optimal location of bins of liquids 1 and 2 that gives the global minimum in G. To start a simulation two bins of liquid 1 and liquid 2 located at the interfaces L1L2, L1S, or L2S are randomly selected and exchanged. The change in the total interfacial free energy is calculated using equation (10). If $\Delta G \leq 0$ the new configuration is accepted. On the other hand, if $G>0$ the probability to accept the new configurations is calculated by:

$$
\begin{equation*}
P=\operatorname{Exp}\left(-\frac{\Delta G}{G_{r e f}}\right) \tag{11}
\end{equation*}
$$

where $G_{r e f}$ is an arbitrary reference energy. It is analogous to the product of the temperature (T) with the Boltzmann constant $(k)$ in the Metropolis Algorithm [47]. The "uphill" configurations allow the system to avoid being trapped in a local minimum. The random exchange preserves the volume ratio L1/L2. The initial $G_{r e f}$ is chosen to give an acceptance ratio greater than 0.8 [46,48]. Successive new configurations are proposed until the system reaches equilibrium. The average $G$ of accepted configurations over a large number of trials, called blocks, is used as equilibrium criteria. If the difference in $\langle G\rangle$ for two consecutive blocks is less than $0.1 \%$ the system is considered at equilibrium. The size of the blocks must be large enough to be representative of the system. The size of the block used here is $>5 \times 10^{6}$. This guarantees that all locations in the pore media can be reached by both phases. In order to accelerate the convergence toward the equilibrium state only interfacial voxels are exchanged. The final results are not affected by this method since the blocks are large enough to allow that all the pore space is accessible to both phases.

A "cooling schedule" is chosen to reduce $G_{r e f}$ so as to avoid trapping in local minima. Here, $G_{r e f}$ is slowly reduced at a rate of $0.01 \%$. The process is repeated for a large number of $G_{r e f}$. When the system approaches the global minimum the acceptance ratio converges to zero. The simulation finishes when the acceptance ratio for a block is lower that a given tolerance value. The tolerance value used here is $1 \times 10^{-6}$. Several initial conditions of the system have been tested, showing no effect of the initial configuration on the final results.

To avoid border effects periodic boundary conditions ( PBC ) are used in the direction of axis $x$ and $y$, while in the z direction the solid is always in contact with liquid 1 in +z and liquid 2 in -z . By taking these boundary conditions the system is analogous to an infinite layer of solid in contact with an infinite reservoirs of liquid 1 and liquid 2 . These reservoirs are used only to simulate the contact of the solid with the bulk of the liquids. There is not exchange of mass between the reservoir and the simulation box. Thus, the system is closed. These PBC guarantee that the system evolves to a non-dispersive contact. As a convention the wetting fluid is always liquid 1 whereas liquid 2 is the non-wetting fluid.

By assuming that each bin face has an area equal to 1 , the total interfacial area is calculated by counting the number of voxels in each interface.

It is worth mentioning that in previous works[32-36] $\Delta \mathrm{G}$ is calculated by taking: $\Delta \mathrm{G}=\mathrm{G}^{2}-\mathrm{G}^{1}$, where G is given by Equation (7) and the superscripts 1 and 2 denote the state 1, before the change, and the state 2 , after the change. By using this method all the interfacial energies must be known. Equation (10) depends only on the liquid-liquid interfacial energy, the contact angle and the change in the L1-L2 and L1-S interfacial area. This is advantageous because $\gamma_{L I L 2}$ and the contact angle can be measured more easily than $\gamma_{L I S}$ and $\gamma_{L 2 S}$.

Since the surface free energies are always positive, one can deduce from equation (10) that in order to minimize $G$ the system tends to increase $A_{L I S}$ while $A_{L I L 2}$ is reduced. The contact angle determines the relative importance of $A_{L 1 S}$ with respect to $A_{L I L 2}$ on the total interfacial energy. Thus for $\theta=0^{\circ}$ both surfaces are equally weighted while for $\theta=90^{\circ}$ only $A_{L I L 2}$ is taken into account.

It is important to note that $\gamma_{L I L 2}$ is a constant factor in Equation 10. Therefore the choice of $\gamma_{\text {L1L2 }}$ does not affect the position of the minimum in G. This minimum is governed by the contact angle and the geometry of the interface. The value of $\gamma_{\mathrm{L} 1 \mathrm{~L} 2}$ used in this work is $11 \mathrm{~mJ} / \mathrm{m}^{2}$.

## 4. Results

### 4.1 Characterization of porous media: PSD and tortuosity

The PSD for randomly packed monodisperse and bidisperse spheres are shown in Figure 2 with respect to the pore radius.

Figure 2 shows that the average pore radius depends on the porosity. The solids with the lowest porosity have the smallest pore radius. In addition, it is clear that higher porosity leads to broader PSD while a low porosity produces a narrow peak. Similar results have been reported for packed monodisperse spheres by using theoretical models and experiments [49,50]. For $\varphi=0.40$ a slight preference toward the formation of smaller pores is observed in the case of bidispersed spheres. This is caused by the smallest particles which tend to occupy more efficiently space forming smaller channels. For this low porosity a second peak appears for larger pore-sizes. Under this condition FCC-like, BCC-like and simple cubic-like (SC) clusters are formed. BCC-like and FCClike structures give rise to smaller pores than SC-like. BCC and FCC are preferably formed, nevertheless some SC unit can be generated. For higher porosities the PSD are quite similar for monodispersed and bidispersed spheres.

Tortuosity is one of the important structural characteristics because it directly affects diffusion. At the same time, tortuosity depends critically on porosity which is a direct structural feature. Figure 3 shows the tortuosity for several grain configurations. In addition to randomly packed grains, face-centered cubic (FCC) and body-centered cubic (BCC) cubes and sphere cells were used as model in the calculation of the tortuosity. In order to generate low porosities the grains in FCC and BCC configurations are allowed to overlap. Figure 3 shows the tortuosity as function of the porosity. The following analytical model found in the literature [51-53] is used in Figure 3 to calculate the tortuosity $\tau$ :

$$
\begin{equation*}
\tau=1-0.49 \ln (\varphi) \tag{12}
\end{equation*}
$$

We can see from Figure 3 that the tortuosity is strongly affected by the porosity. In addition, it is slightly dependent on the shape of the grains forming the porous network. The tortuosity for randomly packed spheres is in good agreement with equation 12. Figure 3 shows that randomly packed spheres have a higher tortuosity than FCC and BCC spheres but it is definitely lower than

FCC and BCC cubes. The observed divergence of the tortuosity at low porosity is the effect of the strong pore blocking when the wall building units are big.

A rapidity increase in tortuosity is observed when the particles start to overlap. The increase is significantly higher for FCC spheres. The coordination number of each sphere in FCC lattice is 12 while for BCC is 8 . Therefore, FCC spheres can occupy more efficiently the space than BCC spheres. Thus, when the spheres overlap BCC lattices generate paths with fewer obstacles for the diffusing species. This means that diffusion of the random walkers is more hindered in the FCC lattice. Equation 12 fail to describe this behavior since it was deduced for the case of random packed spheres.

### 4.2 Interface properties from free energy minimization

The distribution of phases and liquid-liquid interface for randomly packed monodisperse spheres with $\varphi=0.40$ are shown in Figure 4. Also, a two-dimensional cut in the plane $\mathrm{x}-\mathrm{z}$ of the spatial distribution of phases is shown in Figure 5. When the angle is equal to $90^{\circ}$ the phases tend to separate so as to reduce the contact area between the liquid phases. In other words, the non-wetting phase is forced to stay in one side of the unit cell while the wetting phase is in the other side, where their respective reservoirs remain (Figure 4A). They form an almost flat interface (Figure 4F). The deviation from the strictly flat interface is due to the tortuosity of the porous solid. The interface follows the space available in the pores to bring into contact the phases. From the two-dimensional images (Figure 5A) it is clear that for this angle of $90^{\circ}$ the interface is placed in the narrower pores. On the other hand, when the contact angle is zero it can be seen that the wetting zone is more dispersed to form large areas where the liquids are in contact (Figure 4B). The non-wetting fluid is located at the center of the larger pores (Figure 5B). The wetting phase increases the contact with the solid and at the same time increases the interface with the non-wetting phase. From the two-dimensional images it can be seen that thin layers of the wetting fluid enter into the nonwetting fluid in order to increase the contact surface with the solid. It is the formation of such layers or "fingers" that increases the liquid-liquid interface (Figure 5B). The fingers have the shape of pendular liquid bridges. It can be seen from Figure 5B that a single sphere can form multiple pendular liquid bridges. These structures have been experimentally observed in two phase systems [54-56].

All the narrow pores are occupied by the wetting phase as they offer the largest contact with the solid, then generating the lowest contact with the non-wetting phase. Hence the lowest interfacial energy is reached by filling such small pores with the wetting liquid. This is a well-known effect of capillary forces. In general, it can be seen that the liquid-liquid interfacial area increases as the contact angle decreases. In the following section a quantitative analysis of such variation is carried out.

Let us define the directionless liquid-liquid interfacial area $A^{*}$ as follows: $A^{*}=A_{L 1 L 2} / A_{s}$, where $\mathrm{A}_{\mathrm{L} 1 \mathrm{~L} 2}$ is the interfacial area of the liquids and $\mathrm{A}_{\mathrm{s}}$ is the cross-sectional area of the simulation box. As stated before, in order to have a realistic representation of all pores for a given porosity and grain size distribution an ensemble of 50 packing structures is used when $\varphi$ is lower than 0.8 and 200 for those with $\varphi=0.80$. The histograms of the liquid-liquid interfacial area using $\theta=0^{\circ}$ for such sets of structures is shown in Figure 6.

It can be noticed that the distribution of $A^{*}$ gets narrower as the porosity decreases. This is because packing structures with low porosity have a narrow PSD. Therefore, most of the structures has similar pore size which leads to a narrow distribution of the liquid-liquid interfacial area. Figure 7 shows (average) A* as a function of the contact angle for monodisperse and bidisperse spheres.

It can be seen that $A^{*}$ is a close to a linear function of $\theta$ for all the porosities. A similar linear correlation is found for both cases: bidisperse and mononisperse spheres. When the contact angle is $90^{\circ}$ the reduced area $\left(\mathrm{A}^{*}\right)$ is close to the porosity. On the other hand, when liquid 1 completely wet the solid (contact angle $=0^{\circ}$ ) the liquid-liquid interface is approximately 2.8 times the cross sectional area of the solid.

### 4.3 Relationship between the liquid-liquid interface and the solid properties

Figure shows a plot of the interfacial area as a function of the porosity for several contact angles. It is observed that both monodisperse and bidisperse packings behave similarly. For small angles the plots show a maximum. The position of the maximum in interfacial area is governed by the contact angle. For small angles the peak is placed at low porosity while for larger angles it is placed
at higher porosities. If the contact angle is equal to $90^{\circ} \mathrm{A}^{*}$ is linear function of the porosity. Bidispersed spheres have a slightly higher interfacial area than monodispersed grains. These observations can be explained as follows.

For small contact angles the wetting phase form pendular liquid bridges. Hence, the maximal L1/L2 interfacial area is given by the porosity that leads to the formation of a larger number of pendular liquid bridges with large size and curvature. The length of the fingers is mainly controlled by the free space between the spheres while the curvature is controlled by the contact angle and the gap between the spheres.[19,22] Thus, structures with low porosity, which have small pores, tend to form shorter fingers. The length of a pendular liquid bridge is limited by the balance between the free energy in the wetting phase-solid interface and the liquid-liquid interface. The former tends to decrease the energy while the later increases it. These fingers exist only for pore sizes that permit to decrease the energy. Thus, it is unlikely to form pendular liquid bridges with curvature radius significantly larger that the radius of the solid's grain. This balance explains the maximum in the Figure .

The formation of multiple liquid bridges on a single sphere favors A*. This effect increases the interfacial area in bidisperse packed spheres since these packings have a larger number of spheres per volume. Therefore, the number of fingers per volume is increased.

We can conclude that since the PSD and the tortuosity are fixed by the porosity for randomly packed spheres, the interfacial area in non-dispersive systems is mainly controlled by the contact angle and the porosity.

### 4.4 Continuity of the liquid phases

Liquid phases in pore media can form two kinds of structures: bulk liquids and unconnected clusters. The continuity of the phases in the pores is an important property regarding mass transport and conductivity between the phases. This is because only the sections of the interface connected with the bulk are useful to transport matter across it. Thus, the formation of unconnected clusters must be quantified.

In this work the "forest-fire" algorithm is used to determine the number and size of clusters from the spatial distributions of phases obtained from the simulated annealing algorithm. In this method a voxel of the non-wetting or wetting phase is randomly chosen to start the "fire", the voxel is
marked up as "burned". Then, the "fire" is allowed to spread to all its 26 neighbors that belong to the same phase and that are not already marked up as "burned". The new "burned" voxels are used to propagate the "fire" to its neighbors. The process is repeated until all the voxels in the cluster are reached. Then a new starting point is chosen from the voxels in the same phase which are not marked as "burned". The calculation finishes when all the voxels in the phase are reached. PBC are used in x and y directions of space, while in z the liquid reservoirs are considered. Clusters in contact with its respective reservoir are considered as part of the bulk liquid phases while the other sections are unconnected clusters. The average fraction of the bulk liquids is calculated over the whole set of packing structures with same porosity. Figure shows the fraction of the bulk liquids as a function of the contact angle for monodisperse and bidisperse spheres.

Figure shows that continuous phases represent up to $98 \%$ of the phase for both monodisperse and bidisperse spheres. This means that the pendular liquid bridges formed in the wetting phase at low contact angle are connected. The formation of cluster decreases as the contact angle is increased. From these results we deduce that the meniscus of the bulk phases brings the main contribution to the liquid-liquid interfacial area. This result is quite different to that reported previously for the case of dispersive systems. For these systems the formation of liquid films (clusters of the wetting phase) is observed at low saturation.[21,33] The film or cluster configuration represent a small fraction of the phase in the case on non-dispersive contact. However, the formation of isolated clusters of the non-wetting phase is more important at low contact angle. This is because the formation of larger number of pendular liquid bridges at low $\theta$ can lead to segmentation of the non-wetting liquid. This mechanism is known as snap-off, and is favored by small pores.

### 4.5 Effect of the wetting phase saturation

The wetting phase saturation $\left(S_{w}\right)$ is the fraction of the pore space occupied by the wetting liquid, where $S_{w}=L 1 /(L 2+L 1)$. So far only the case of a $S_{w}$ equal to 0.5 has been studied. We want to
test the validity of the results for different saturation ratios.


Figure shows the liquid-liquid interfacial area for several saturations for packed monodisperse spheres with porosity equal to 0.40 , the contact angle was fixed at $0^{\circ}$.


Figure shows that the interfacial area is constant in the range of saturation 0.1-0.5. It simply shows that, in the configuration adopted here, a variation of saturation is simply accompanied by the displacement of the interface in the pore matrix. For larger $S_{w} A^{*}$ decrease slightly. This result is markedly different for that reported previously for the case of liquids in dispersive contact $[19,22,33]$. For these systems a maximum value of the interfacial area is reached when $S_{w}$ is in the range 0.2-0.3. The fall in $A^{*}$ for higher values of $S_{w}$ is explained by a reduction of the space available for the formation of the tortuous interface between the liquids.

## 5. Model interpretation

Wettability and porosity clearly controls the interfacial area between the liquids. We have shown that the interfacial area is a linear function of the contact angle. The increase in interfacial area with the contact angle has been reported in dispersive systems by using experimental measurements $[57,58]$. The interface brings into contact the liquids with the smallest possible liquid-liquid interfacial area. This is because by increasing this area the interfacial free energy is increased. On the other hand, the wetting phase - solid interface reduces the free energy, the amount of the reduction being proportional to the cosine of $\theta$. Thus, by reducing the contact angle the interface is deformed to reach a larger fraction of the surface of the solid with the smallest L1/L2 interfacial area. Pendular liquid bridges are the structures formed by the wetting phase. This saddle-shaped interface permits the wetting phase to reach a larger surface of the solid with a minimal liquid-liquid interface. This guarantees that the phase distribution at equilibrium corresponds to the state of minimal interfacial energy.

In the case of non-dispersive contact the interfacial area can be several times as large as the cross sectional area of the solid for low angles. If for a given process the rate-limiting step is the transport, reaction, or adsorption of species at the interface the process can be speed up by reducing $\theta$. Thus, by changing the nature of the fluids or the solid the interfacial area can be increased leading to an enhancement of the overall rate. The nature of the solid can be changed by surface modification. A lower angle is achieved when the polarity difference between the liquids is increased and the affinity toward the wetting liquid increases. On the other hand, according to equation 4 by reducing the contact angle the threshold pressure is increased. This is second beneficial effect since this means that the interface is more stable, thus a higher pressure differential can be applied. The main disadvantage of reducing the contact angle is the formation of isolated clusters in the non-wetting phase. This effect can lead to a loss of this phase into the wetting phase.

The structures studied in this work are simple randomly packed grains, however the method used here can be applied to any three-dimensional reconstructed network. Real porous material (membranes, soils, tissues, etc.) are more complex since they can be polydisperse, polymorph, have surface roughness, etc. These reconstructed models should capture better the geometry and size of the pores. Reconstructed three-dimensional models of real solids will generate more
realistic interfacial structures. Therefore, simulations on these systems will result in a better estimation of the liquid-liquid interface. A second simplification introduced in the simulations is the homogenous wettability of the solid. Real porous media can present heterogeneity in the chemical composition and surface roughness which can locally change the contact angle.

The simulations take into account only final equilibrium conditions of the system, while the imbibition-drainage displacements are not considered. These processes can lead to the dynamic change of the liquid-liquid interface.

## 6. Conclusions

In this work the effect of structural properties of porous solids on the interface between two liquids in non-dispersive contact has been studied. The presented results are for simple randomly packed spheres. These packed spheres were generated by using the Lubachevsky-Stilliger algorithm. In order to represent all the pores for a given porosity a large number of packing structures were taken into account. The simulated annealing method was applied to study the extent and geometry of the liquid-liquid interface. This method allows us to simulate the liquid-liquid interface without assuming the geometry of the pores. The simulation uses as input only the contact angle and the liquid-liquid interfacial tension which are more easily measured than the liquid-solid interfacial tension. It is important to mention that another modelling option is to use extended experimental reconstructions of natural media [33,56]. However, it is much more computationally demanded and there are more parameters to control.

A systematic study of the effect of the contact angle on the liquid-liquid interfacial area has been carried out. The simulations have shown a linear correlation between the contact angle and interfacial area for the case of packed monodisperse and bidisperse spheres. This correlation can be used as a simple way to estimate the interfacial area, which is an important parameter in the mass transfer between the liquid phases and to scale-up non-dispersive systems. One example of this kind of system is a membrane contactor operated under partially wetted mode used in liquidliquid extraction.

The contact angle is the main parameter controlling the geometry of the interface. Thus, for $\theta=$ $90^{\circ}$ the interface is almost flat and parallel to the liquid reservoirs, while for $\theta=0^{\circ}$ it is curved. The wetting phase forms pendular liquid bridges while the non-wetting phase is located at the
centre of the larger pores. Thus, a larger and more tortuous interface can improve the probability of diffusing species to pass from one liquid to the other.

The PSD and tortuosity are fixed by the porosity for randomly packed spheres, thus the interfacial area is governed by the contact angle and the porosity. Nevertheless, there is a stronger dependence on the wettability than on porosity. The dispersivity of the grains size adds additional liquid-liquid interfacial area. However, its effect is small compared with the contact angle. Thus, we conclude that the contact angle and porosity are the most important properties controlling both the shape and the extent of liquid-liquid interfaces in porous media.

The structures of the liquid phases are mostly continuous. Therefore, the liquid-liquid interface is an uninterrupted pathway from one liquid to the other. The continuity of the liquid phases is an advantageous property regarding mass transfer. However, the non-wetting phase is slightly fragmented at low contact angle and low porosity, which can produce a loss (or dispersion) of the non-wetting phase into the wetting one.
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Figure 1. Examples of unit cells used as model of the solid: A) monodisperse spheres B) bidisperse spheres.


Figure 2. Pore size distribution for: A) monodisperse spheres B) bidisperse spheres. r* is the reduced pore radius and $\varphi$ is the porosity. The reduced radius of the spheres is 0.20 for the monodisperse packing and 0.20 and 0.10 for the bidispersed packing.


Figure 3. Tortuosity calculated numerically and from equation 12 (model) [51-53].


Figure 4. Interfaces in the case of monodisperse packed spheres $(\varphi=0.40)$ : Left column $\theta=$ $90^{\circ}$, right column $\theta=0^{\circ}$. From top to bottom: spatial distribution of phases (blue $=$ wetting liquid, red = non-wetting liquid), and liquid-liquid interface (in green).
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Figure 5. Case of monodisperse packed spheres $(\varphi=0.40)$. Two dimensional cuts in the $\mathrm{x}-\mathrm{z}$ plane for A) $\theta=90^{\circ}$ and B) $\theta=0^{\circ}$. Black = solid, gray = wetting liquid, and white: non-wetting liquid.


Figure 6. Histograms of the liquid-liquid interfacial area simulated using $\theta=0^{\circ}$ for several porosities: A) $\varphi=0.4$, B) $\varphi=0.45$, C) $\varphi=0.50$, D) $\varphi=0.60$, and E) $\varphi=0.80$


Figure 7. Liquid-liquid interfacial area as function of the contact angle for: A) monodisperse spheres B) bidisperse spheres.


Figure 8. Liquid-liquid interfacial area as a function of the porosity. Filled symbols: Monodisperse spheres; Open symbols bidisperse spheres.


Figure 9. Fraction forming the bulk of the liquid as function of the contact angle for packed monodispese and bidisperse spheres: A) non-wetting phase and B) wetting phase. Filled symbols: Monodisperse spheres; Open symbols bidisperse spheres.


Figure 10. Liquid-liquid interfacial area as function of the saturation for packed monodisperse spheres with porosity $=0.4$ and $\theta=0^{\circ}$.

