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Mass transport induced by a jet impinging on a density interface:
the role of interfacial wave breaking.

J. HErAuLT"? | F. DUVAL! and M. LE BARs?

L Institut de Radioprotection et de Sireté Nucléaire (IRSN), 13115 St Paul lez Durance, France.
2 Aiz Marseille Univ, CNRS, Centrale Marseille, IRPHE, Marseille, France

PACS 47.27.T- — Turbulent transport processes
PACS 47.55.Hd — Stratified flows

Abstract — We report the experimental measurements of mass transport induced by a jet im-
pinging a density interface. Using water/salt-water laboratory experiments, we investigate the
mechanism of mass entrainment by performing simultaneous velocity and density measurements.
We observe that the mass transport leading to the homogenisation of the density is due to the
contribution of the mean fields whereas the turbulent mass flux acts against the entrainment mech-
anism. Moreover, the turbulent mass flux is almost perpendicular to the density gradient in the
impinged region, in contradiction with the classical eddy turbulent diffusion model. We interpret
all these features in the framework of interfacial waves breaking. We show how the waves generate
a mean flow leading to an enhancement of the entrainment process, and how the turbulent mass
flux is correlated to the wave breaking. Finally, we discuss the relevance of the closure schemes
used in numerical models (e.g. Reynolds Averaged Navier-Stokes (RANS) equations) to simulate

this process.

Introduction. — Turbulent mixing in stratified fluids
is one of the challenging problems in fluid mechanics, with
key applications in astrophysics, geophysics and in the in-
dustry [1,2]. We consider a situation where two layers
of fluids with different density are superimposed so that
the initial configuration is stable. The configuration of
flows parallel to the interface has been widely studied ex-
perimentally and numerically as a canonical framework of
stratified mixing [3]. However in many situations, the flow
may be non-parallel with a velocity component normal to
the interface [4]. In convective stars, thermal plumes im-
pinging the stable stratified radiative region induce a local
mixing allowing elements to be transported inside the star
[5]. In Earth’s atmosphere, penetrative convection coming
from the troposphere is responsible for mixing and inter-
nal wave emission into the stratosphere [6]. Mixing by
a turbulent jet is also of great interest for nuclear safety
studies [7-9]. During the course of a severe accident in
a nuclear reactor, hydrogen may be released leading to a
stable hydrogen-rich mixture layer in the upper part of
the containment. Flammability limits in the hydrogen-
rich layer may be reached, which could lead to a deflagra-
tion or a detonation. The recent Fukushima accident has
questioned the efficiency of the counter-measures to pre-

vent the hydrogen hazard. In the context of nuclear safety,
benchmarks between numerical codes and a large scale ex-
periment (8 m in height) of a jet impinging a helium-air
interface have been performed [8,9]. They have pointed
out that the first order Reynolds Averaged Navier-Stokes
(RANS) models, like the k — € model, underestimate the
entrainment rate [9], questioning the relevance of the eddy
diffusivity models. Consequently, the understanding of the
mixing mechanisms of a jet impinging a density interface
and the measurement of the turbulent flux are of prime
interest.

The entrainment transport at a density interface by a
turbulent jet has been investigated experimentally [10-13],
mostly to characterize the entrainment rate. Guided by
qualitative observations [11,12], the model of entrainment
is commonly based on the presence of baroclinic turbu-
lence generated in the impinged region [14]. In contrast,
our recent experimental study [15] supports an entrain-
ment driven by interfacial waves, for regimes with moder-
ate deformation of the interface and moderate Reynolds
number of the jet, as expected in [16]. We show that the
waves are not related to the baroclinic generation of vor-
ticity [11], since density gradients vanish rapidly on both
sides of the thin interface [15]. The remaining question
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is how the interface perturbations transport mass out of
the impinged region. The development of optical mea-
surements allows for the simultaneous measurements of
the density and velocity fields, in order to calculate the
turbulent mass transport via the cross-correlations of the
density and velocity fluctuations. Recent studies of gravity
currents have shown that the turbulent mass transport is
well described by the Prandtl mixing length model [17,18].
These works have shown that the validation of an eddy dif-
fusivity model for a given configuration can be achieved
via measurements of the turbulent mass transport. In this
letter, we want to extend this approach to the impinging
jet configuration.

We aim to understand the underlying mechanism of
mass entrainment by a jet impinging a density interface.
We investigate experimentally the mass entrainment via
simultaneous density and velocity measurements. Our
main result concerns the behaviour of the turbulent mass
transport, which acts against the net mass flux and is
almost orthogonal to the mean density gradient in the im-
pinged region. We discuss all these features in the frame-
work of interfacial wave propagation. Finally, we question
the relevant closure models for the numerical simulations.

Camera #1 Camera #2
Red filter

Green filter

P
WL

Region of interest

Fig. 1: Sketch of the experimental device.

Set-up. — The set-up is sketched in Fig. 1. The tank
is rectangular with a square section of width L = 30 cm
and height H= 50 cm. The tank is filled with one layer
of light fluid of density p; (water+ethanol) and height
hi = 26 cm above a layer of heavy fluid of density ps (wa-
ter+salt) and height ho = 17 cm. The density difference
is defined by Ap = pa — p1. The solution of water plus
ethanol allows for the matching of the optical index of the
saline solution below. The velocity of injection Usy,; at
the round nozzle of diameter dy = 0.4 cm is fixed for each
run. The pump for the injection is located in one of the
upper corner of the tank. The light fluid pumped inside
the tank is then injected through the nozzle: the experi-
ments are thus performed with a constant volume. At the
end of each run, the salt water is completely mixed with
the upper layer of water plus ethanol. The mixing process
is non-stationary: the interface separating both layers is

going down with a typical vertical entrainment velocity
we = 85 pum/s. However, this process is slow relatively
to the dynamics of the interfacial waves (period of 2.5 s).
We calculate the mean fields during a duration (50 s) large
compared to the time-scale of the waves but small com-
pared to the full entrainment process (2.10* s). During 50
s, the net evolution of the density in the upper layer cor-
responds to 1.5 % of Ap. Thus, we expect that the filling
box process does not influence the entrainment mechanism
during the measurement. The mean fields reported in the
letter are computed in the laboratory reference frame. We
have compared these results with the mean fields com-
puted in the moving reference frame following the mean
interface, with a vertical velocity w,.. The obtained fields
are similar with relative variations smaller than 10%.
The velocity and the density fields are measured with
two cameras (Grasshoper 3 from PointGrey), respectively
indexed 1 and 2 (Fig. 1). The dimensions of the interroga-
tion window are 9.4 cm x 15.6 cm and both cameras film
the same area with a resolution of 600 x960 pixels. This re-
gion of interest corresponds to half of the impinged region
of the interface, illustrated in Fig. 1 (lower left corner),
where the streamlines of the mean flow are represented.
The vertical laser sheet, generated by a continuous green
laser (532 nm), contains the vertical axis of the jet. The
flow is seeded with tracer particles (< 10 pm) in both lay-
ers and the saline solution is premixed with a fluorescent
dye (Rhodamine B). During the course of an experiment,
the temperature variations are small (< 1 K) and the flu-
orescence is not significantly influenced by these effects.
The particles reflect the green light coming from the
laser whereas the dye fluoresces in the red (its emission
spectrum is 550-680 nm). The dye concentration in the
heavy fluid is ¢g = 0.012 mg/L: it is low enough so that
the fluorescence light response is linear with the dye con-
centration. A green filter (TIFFEN Green 1) is mounted
on camera 1 for the velocity measurements and a red filter
(TIFFEN Orange 21) on camera 2 for the density measure-
ments. The flow field is reconstructed using the Particle
Image Velocimetry (PIV) process [19], while the density
measurement is determined by Planar Laser Induced Fluo-
rescence (PLIF) technique [20]. The resolution of the PIV
velocity field is 0.2 cm. The light intensity field recorded
by camera 2 is corrected by its flat-field determined by a
pre-calibration process. The intensity being proportional
to the dye concentration, we can infer the local density dif-
ference ¢ = co(I —Ip)/(Limaz — Io), with I the measured in-
tensity, Inq: the intensity associated with the initial con-
centration in the saline solution and I the black response.
The local density is given by p = p; + dp with the density
difference dp = Ap(c/cp). The cameras are synchronized
so that camera 1 acquires two snapshots with a time lapse
of 10 ms while camera 2 takes one snapshot, with a delay
shorter than 7 ms relative to the first snapshot of camera 1.
This process is repeated at a low frequency f;,, = 10 Hz
during 50 s. From the mean position of the interface given
by the iso-density line dp/Ap = 0.5, we define the frame
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of reference (z, z) with = 0 the center of the dome and
z = 0 the bottom of the dome. The region of interest cor-
responds to the left half of the dome (negative abscissa),
where the jet impinges the density interface (see Fig. 1).

The dimensionless parameters characterizing the sys-
tem are the Reynolds number Re = U, ;do/v, with v the
kinematic viscosity, and the initial Froude number at the
interface Fr; = u;/v/b;g’, with u; and b; the velocity and
the radius of the jet at the interface and ¢’ = gAp/p the
relative gravity acceleration. Two cases, indexed by C1
and C2, are reported in this letter with the respective di-
mensionless parameters Re = 3.1 x 10% and Fr; = 0.5 for
C1, and Re = 4.6 x 103 and Fr; = 0.63 for C2. For each
case, we performed 4 series of measurements and we al-
ways observed the same features presented in this letter.
The results from C1 are reported in Fig. 2, 3, 4, and 6
and the ones from C2 in Fig. 5, 7 and 9.

Mass transport across the interface. — Fig. 2(a)
shows a snapshot of the density difference obtained by
PLIF. The interface is perturbed by interfacial waves, that
break in the region x € [—3,—5] cm. The measured veloc-
ity field u and the density difference field Jp are decom-
posed using the Reynolds decomposition u = @ + u’ and
dp = 6p + 8p', with — the time-average operator. Fig.
2(b) shows the fluctuations of the density difference dp’
and velocity fields u’. The evolution of the density dp is
given by the Reynolds-averaged density equation

9 (0p) +V - (2 +¢) =0 (1)

with ® = tdp and ¢ = W/ dp’. The sum ® + ¢ corresponds
to the entrained mass flux udp with ® and ¢ the respective
contributions of the mean fields and the fluctuating fields,
also called turbulent flux. The streamlines of the flux ®
(thick black curve) and ¢ (dotted black curve) are shown
in Fig. 3. They display two completely different features,
since the fluxes are flowing in opposite directions. The
streamlines of & illustrate the trajectories of salt water
patches moving from the heavy to the light fluid. Below
the mean interface (white curve corresponding to p = 0.5),
the fluid patches are advected toward the dome (increasing
abscissa) and passed through the interface. Then, they are
entrained outward by the mean flow of the turbulent jet
(decreasing abscissa). Finally, the salt water is mixed with
the ambient lighter fluid by the turbulent jet. This sce-
nario explains the entrainment mechanism leading to the
global mixing process. However, the process is reduced by
the contribution of the turbulent flux ¢, which flows out
of the dome. This unexpected behaviour leads to an ap-
parent paradox: the turbulent fluctuations act against the
entrainment process. The respective contribution of ® and
¢ to the net entrainment is quantified by the vectors and
the norm of the fields ® + ¢, ® and ¢ shown in Fig. 4(a),
(b) and (c) respectively. The main contribution comes
from the flux ®: the norm of ® is at least twice larger
than the norm of ¢ in the breaking region and it is signif-
icantly larger outside. We observe an enhancement of the

fluxes ® and ¢ in the region (z,z) € [-5,—2] x [—0.5,1]
cm?, where the interfacial waves break.

The turbulent flux ¢ displays two striking features: it
is almost tangential to the mean position of the interface
inside the dome, and it flows from the small to the high
density region outside. In contrast to the classical eddy
diffusivity model, the flux is perpendicular to the mean
density gradient Vdp in the impinged region. The vertical
component ¢, (Fig. 5(a)) and 9.0p (Fig. 3) are nega-
tive in the breaking region, a behaviour associated with a
negative eddy diffusivity.

Role of wave breaking. — The role played by the
fluctuations can be understood in the framework of in-
terfacial wave propagation and breaking. Fig. 6 shows
the root-mean-square amplitude A,,,s(z) of the waves,
where A is the amplitude perturbation of the interface.
The amplitude A,,,s increases from x = 0, where the
waves are generated, and reaches the value 0.4 cm for
x € [—4,—2] cm. It corresponds to a large steepness
kA,ns ~ 0.62 with k& the wavenumber associated with
the estimated wavelength of 4 cm. The large steepness
leads to wave breaking [21], followed by a drop of A,
for + < —4 cm. Breaking is believed to be an efficient
way that momentum is passed from the wave field into
the mean flow [22]. If this mechanism is present, an in-
crease of the mean flow energy must be seen through the
action of the Reynolds stress. Fig. 5(b) shows the trans-
fer of energy from the mean flow to the wave, given by
P = —u/ u,Sy with the shear Sy = 9,4, + 0,4, and the
Reynolds stress v/ u/. It is negative for z € [—5, —3] cm,
where the wave steepness is large. Thus, wave breaking is
characterized by an energy transfer from the waves to the
mean flow. The flux ® is also significantly enhanced in this
region (Fig. 4(b)). The density dp being almost constant
near the interface, an amplification of the mean flow u, via
the action of the Reynold stress, explains the flux increase
in the breaking region. Furthermore, the mean flow below
the interface shows that the waves are sufficiently steep to
induce a secondary flow in the heavy fluid. Surprisingly,
the turbulence contributes to the entrainment through an
energy transfer from the disturbances to the mean flow.

Whereas the entrainment transports mass out of the
dome, the turbulent flux flows inward with a positive cor-
relation u/,dp’ for negative abscissae. The joint probabil-
ity P(ul,0p") is shown in Fig. 7(a). We observe more
events with like-sign fluctuations, leading to a symmetry
breaking in the horizontal turbulent entrainment. This
can be analysed in the interfacial wave framework. We in-
troduce the height perturbation 7 from the mean interface
position h(x) (see Fig. 8). The sign of density perturba-
tions dp’ is determined by the sign of . When n > 0
(respectively n < 0), the heavy (light) fluid is pushed
above (below) the interface and the perturbation dp’ is
positive (negative) in the region below the crest (above
the trough). Fig. 7(b) shows the conditional probabil-
ity of a density perturbation dp’ knowing the sign of u’.

p-3



J. Herault et al.

0.8
—_ 0.6 Y —
§ 4 5
N 0.4 B N
2 0.2

X [cm-]

Fig. 2: (a) Relative density snapshot dp/Ap (colorplot) obtained from PLIF measurements.
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Fig. 3: Streamlines of the fluxes ® = @dp (thick black curves)
and ¢ = u’dp’ (dotted black curves) superimposed to the time-
averaged relative density dp/Ap. The mean interface (white
line) corresponds to p = 0.5. The positive abscissae are ob-
tained by symmetry reflexion —x — x.

Both distributions are related by a reflection symmetry:
P(6p |ul, > 0) = P(—dp'|ul, < 0). The distribution tail is
heavier when u!, and ¢p are like-sign. The horizontal com-
ponent of the mean flow %, being negative, a slowdown of
the mean flow is more probable when the heavy fluid is
pushed above the interface (Fig. 8) and reciprocally, an
acceleration occurs when the light fluid is pushed down-
ward, explaining the horizontal direction of the turbulent
flux.

Following the direction of the vertical gradient 9.dp,
the vertical component ¢, is negative in the breaking re-
gion. Fig. 5 shows that the region of negative flux ¢,
and negative power P are well correlated spatially, sug-
gesting that ¢, varies with P. Fig. 9 shows the values
—¢, in the breaking region as a function of —u/u’, S0,/
(grey points). For the sake of clarity, we have calculated
the averaged values for sub-intervals of width 0.08 (black
circles). We clearly observe a correlation between the two
quantities and the functional form of the flux ¢, follows
the linear law ¢, = —xP3,p with k = 0.14 4+ 0.02 s~ 2.

The origin of this law can be explained in the frame-
work of monochromatic interfacial waves at a density jump
(see Fig. 8). Neutral stable waves exchange continuously

their potential energy into kinetic energy and reciprocally,
so that the correlation w,dp’ is zero.  In other words,
the vertical velocity component and the density perturba-
tion are in quadrature. In contrast, unstable waves should
transport mass in the vertical direction, since the vertical
velocity at the wave extrema is non zero due to the wave-
envelope modulation (grey dashed line in Fig. 8). We
will show latter (see equations (3)-(5)) that the decay of
the wave amplitude induces an in-phase component of u/,
with 6p’, so that u,dp’ # 0. Wave shrinking leads to a
negative velocity v/, below the crest where dp’ > 0, and
a positive velocity above the trough where dp’ < 0. Fi-
nally, the correlation dp’u’, is negative on both sides of the
interface.

We now derive a semi-analytical model to quantify this
mechanism. We introduce the height perturbation 7 and
the vertical velocity u, of our model wave as

()= (0 o))

with ¢ = wt — kz the wave phase, A the maximal height
of the wave, 0, the phase detuning, and @,(z) the vertical
structure of the vertical flow. The wave is modulated by
an exponential function with a decay-rate o smaller than
the frequency w. This decay corresponds to the relaxation
of the system, from a limit cycle (the wave) to a fix point
(the unperturbed interface). For the sake of simplicity, we
consider only the fields in the vicinity of the mean interface
h(z), i.e. |z—h|/A < 1, so that the function @,(z) can be
considered constant.

The wave perturbation 7 separates both layers (Fig. 8)
and the density p(z) is equal to p; when z > 1 and ps when
z < n. Thus, the density difference dp is a step function
defined as 0 for z > n and Ap for z < 1. Near z ~
h, the density field dp is a step-function of period 27 /w.
The time-averaged density dp is Ap/2 and the associated
density perturbation dp’ is equal to Ap/2 when 1 > 0 and
—Ap/2 when n < 0. The calculation of the mean density
perturbation leads to dp = (Ap/w)arccos[(z — h)/A], so
that the vertical gradient is 0.0p ~ —Ap/(Am) at z =

(2)
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Fig. 4: Net mean density flux ® + ¢ = udp (a), mean flux
® = udp (b), and cross-correlation ¢ = u/dp’ (c), expressed in
kg/ s.m?. The vector fields superimposed onto the norm fields
correspond to the flux direction. The three figures have the
same x — 2 axis.

h. After averaging over the phase v and neglecting the
amplitude variation on the time scale !, the correlation
between dp’ and ), is given by

— 1

dp'ul, = =i, sin(6,)Ap (3)
™

The density difference Ap can be replaced by —A7rd,dp.

The relation between v/, and 7 is given by the continuity

of the material line with 77 = u/,. By deriving this equation

and separating the odd and even function, we obtain

Ao =1u,(0)sin(d,)

(4)

—Aw = 4,(0)cos(6,)

9, [kg/s m

_:_
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2
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Fig. 5: (a) Vertical turbulent flux ¢, = u.dp’. (b) Production
term P = —u%ukSo, with So = 0,1, + 0,u, the shear.

In the limit |o| < w, we get 0, ~ —o/w and @, (0) ~ — Aw.
By substituting the terms, we obtain

Spul = 0 A*9.5p (5)
We estimate the decay-rate with a heuristic model and we
derive an energy budget for the interfacial wave at a den-
sity jump. The total energy e; is the sum of the kinetic
energy e. and the potential energy e,. We now assume
the equipartition of energy between the kinetic and po-
tential components, an assumption usually valid for small
amplitude waves [22]. Then, the total energy is given by
e; = 2w?A%e?7t | We neglect dissipation and assume that
the only energy source-sink comes from the background
shear Sp. The total wave energy equation [23] can be ap-
proximated by

d R

% = —ulul Spe*”". (6)
The decay-rate is then given by o ~ P/(w?A?), as also
expected from dimensional analysis. Finally, we obtain

dop'ul, = —é (—ulu,So) 0.p (7)
The value of the pre-factor w™2 = 0.1640.08 s~ 2, calcu-
lated from the wave frequency, is comparable to the mea-
sured one (kK = 0.14 s72). From this simplified model,
we recover the experimental laws. A more complex model
should be developed in the Lagrangian reference frame
and it should take into account the inhomogeneity of the
flow, the diffusive and dissipative effects, and the physics
of the breaking. These effects may change the value of
the pre-factor. However, we think that the basic physical
mechanism is well captured by our simple model.

Conclusion and discussion. — In this letter, we
have measured the mass transport associated with the en-
trainment by a turbulent jet impinging on a density inter-
face. The properties of the entrainment are well described
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Fig. 6: Root-mean square amplitude A,,,s of the interface
height perturbation in the frequency range f = 0.4+£0.1 Hz as
a function of z.
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Fig. 7: (a) Joint probability P(u,,dp’) in log scale. (b) Condi-
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Fig. 8: Schematic illustration of the correlation between the
velocity field u’ and density fluctuation dp’. The wave prop-
agates from right to left. The dotted black line is the mean
interface position and the dashed grey line is the interface per-
turbation 7. The thick grey line illustrates the decrease of the
wave envelope.
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of —u%u’,Sp0.p in the breaking region. The line corresponds
to ¢. = —0.14 (—ubulSo) 9p + 0.02

by the breaking of interfacial waves. The total mass trans-
port follows mainly the feature of the flux ® = up, the
mass transport due to mean fields, whereas the turbulent
flux acts against it. We observe an enhancement of the
mean flow by the momentum deposition due to the wave
breaking. Our results show that the turbulent mass flux
can not be approximated by a classical eddy diffusivity
model, because the turbulent flux ¢ is orthogonal to the
gradient of the mean density field Vdp in the impinged
region and the vertical flux ¢, and 0.dp are like-sign in
the breaking region.

Equation (7) is similar to an eddy diffusivity model for
the vertical component. The turbulent diffusivity can be
negative, depending on the sign of P. In shear-induced
instability, the time-averaged power P is positive and we
recover the Prandtl model [24] observed in gravity cur-

rent [17,18], which states that dp'u/, = —D;0,p with
D, = Lz|82ﬂz|. By associating each term, we obtain
LIQJ = —ulul /w? and 0,1, ~ Sp. However, we mentioned

previously that our configuration differs from these studies
because our results hold for a coherent motion of interfa-
cial waves, so that the regions of amplification (P > 0)
and breaking (P < 0) are distinct.

In the first order RANS model, neither anti-diffusion,
nor back scatter are allowed, i.e. the turbulent mass
transport ¢ and the energy transfer P must be positive.
The failure of this approximation can be explained by the
strong anisotropy induced by the sharp density interface.
Second order closure models, based on the transport equa-
tion for the Reynolds stress u;u; and the turbulent buoy-

ancy flux u/p/, are suited for anisotropic flows [25,26].
This hypothesis has been tested for an impinging jet by
comparing the turbulent mass flux between a second or-
der RANS model and a large eddy simulation (LES) [27].
Both simulations reproduce a turbulent mass flux directed
toward the center of the impinged region (Fig. 52 in [27]).
The main features of the wave breaking seem to be repro-
duced by the LES simulation [27,28], whereas the question
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is open for RANS models. We suspect that two different
physical mechanisms could lead to the same qualitative
behaviour. In the RANS simulations, the turbulent flux
is more important in the region of strong shear, i.e. above
the interface: it is due to the flow inside the upper layer
only. On the contrary, in our experiment and in the LES
simulations, the turbulent flux is more important in the
vicinity of the interface, because it is due to the interfa-
cial waves localised at the density interface. Let us assume
that in the strong sheared region, the production term is
dominant at leading order in the transport equation for ¢
[25]. The shear term —¢;0;u; balances the turbulent pro-

duction term —wju}0;p and we obtain ¢;0;u; ~ —uju};0;p.
The vertical gradient being dominant, this balance can be
rewritten as

1 R

¢, ~ (GERE (—ululd.uy) 0.p (8)
This relation seems very similar to equation (7), but
its physical origin completely differs: indeed, the RANS
model does not take interfacial waves into account, and
mixing mostly comes from the vertical shear induced by
the horizontal mean flow above the interface. Accordingly,
the typical wave frequency (i.e. the first term on the right-
hand side) and the global shear Sy in (7) are replaced by
0., in (8). This scenario is supported by the paramet-
ric investigation of the control parameter of the RANS
simulations [27]. Indeed, a decrease of the buoyancy pro-
duction does not significantly modify the turbulent flux
(coefficient Csy, Fig. 52 in [27]), showing that it plays
a minor role in the RANS model for the turbulent trans-
port, whereas a relative enhancement of the shear term
—¢;0;u; reduces significantly the turbulent flux from the
light to the heavy fluid (coefficient Cy4y, Fig. 58 in [27]), as
expected by equation (8). This scenario needs to be con-
firmed by a careful investigation of the RANS simulations
but it illustrates how it is possible to generate an anti-
diffusive turbulent flux, without taking into account the
contribution of the waves. A better agreement between ex-
perimental observations and numerical simulations could
be achieved at a lower numerical cost by using second or-
der closure model, providing the physics of the waves is
respected.

In conclusion, new sets of measurements at larger
Reynolds number and for extendend ranges of Froude
number would be fruitfull, respectively to extend the va-
lidity of our model for nuclear safety application, and to
investigate the universality of our results for other dynam-
ics of the interface.
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