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Identifying sound sources is fundamental to developing a stable representation of the

environment in the face of variable auditory information. The cortical processes under-

lying this ability have received little attention. In two fMRI experiments, we investigated

passive adaptation to (Exp. 1) and explicit discrimination of (Exp. 2) source identities for

different categories of auditory objects (voices, musical instruments, environmental

sounds). All cortical effects of source identity were independent of high-level category

information, and were accounted for by sound-to-sound differences in low-level structure

(e.g., loudness). A conjunction analysis revealed that the left posterior middle frontal gyrus

(pMFG) adapted to identity repetitions during both passive listening and active discrimi-

nation tasks. These results indicate that the comparison of sound source identities in a

stream of auditory stimulation recruits the pMFG in a domain-general way, i.e., indepen-

dent of the sound category, based on information contained in the low-level acoustical

structure. pMFG recruitment during both passive listening and explicit identity comparison

tasks also suggests its automatic engagement in sound source identity processing.

© 2014 Elsevier Ltd. All rights reserved.
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1. Introduction

Natural objects in the environment produce variable sounds:

a speaker utters different phonemes; a guitar plays different

tones; a drinking glass produces different impact sounds

depending on how it is struck. Recognizing the identity of a

sound source in the face of this acoustical variability is thus

fundamental to developing a stable and meaningful repre-

sentation of the auditory environment. The cortical archi-

tecture underlying this ability still represent a largely

unexplored frontier of auditory neuroscience (King & Nelken,

2009), and only a handful of studies addressed the cortical

processing of sound source identity (Andics et al., 2010; Belin

& Zatorre, 2003; Formisano, De Martino, Bonte, & Goebel,

2008; Imaizumi et al., 1997; Latinus, Crabbe, & Belin, 2011;

Von Kriegstein & Giraud, 2006; Zatorre, Bouffard, & Belin,

2004). Consistently with the dual-stream model of auditory

processing (Rauschecker & Scott, 2009; Romanski et al., 1999),

these studies reveal that the cortical processing of source

identity relies on regions part of the ventral “what” stream

such as the anterior temporal sulcus (aSTS, Andics et al.,

2010; Belin & Zatorre, 2003; Zatorre et al., 2004), and the

posterior aspects of the inferior prefrontal cortex/premotor

cortex (Latinus et al., 2011; Von Kriegstein & Giraud, 2006;

Zatorre et al., 2004). Because most brain imaging studies on

the cortical processing of source identities used speech

stimuli, it is unclear whether the cortical analysis of source

identity relies directly on regions that respond selectively to

their category membership, such as voice-selective regions of

middle and anterior STG/STS (Belin, Zatorre, Lafaille, Ahad, &

Pike, 2000), or instead relies on cortical mechanisms that are

independent of category information. Indeed, the close

proximity of the above-mentioned posterior inferior pre-

frontal regions to regions that implement content-

independent control and working-memory processes in the

premotor/middle prefrontal cortex (Power & Petersen, 2013;

Rottschy et al., 2012) may suggest an involvement in

domain-general identity processing, i.e., an involvement in

identity processes not modulated by the particular category

of the sound stimulus.

Within the dual-stream model of auditory processing,

cortical representations of sound identity are assumed to

progressively disengage from low-level representations of the

sound signal along an anterior gradient originating from the

primary auditory cortex (A1; Leaver & Rauschecker, 2010;

Rauschecker & Scott, 2009) or, alternatively, with the dis-

tance from A1 in both the anterior and posterior directions

(Giordano, McAdams, Zatorre, Kriegeskorte, & Belin, 2013;

Peelle, Johnsrude, & Davis, 2010). This account suggests that

frontal regions to which cortical regions part of the ventral

stream are projecting, such as inferior prefrontal cortex, do

not encode low-level representations of the sound signal, but

rather high-level attributes resulting from complex trans-

formations of the low-level information. The support for this

hypothesis is mixed. For example, Cohen, Theunissen, Russ,

and Gill (2007) showed that spectrotemporal receptive field

(STRF) models that account for A1 and subcortical processing

(e.g., Miller, Escabı́, Read, & Schreiner, 2002) do not explain

activity in the ventrolateral prefrontal cortex (vlPFC) of Rhesus
macaques. In contrast, Romanski, Averbeck, and Diltz (2005)

hypothesizes low-level encoding in the vlPFC because neural

responses for the same animalmodel do not appear to process

effectively high-level attributes such as call function or

meaning. More importantly, both Andics et al. (2010) and

Latinus et al. (2011) report evidence for acoustical sensitivity

in inferior prefrontal cortex, an area also sensitive to speaker

identity (Latinus et al., 2011; Von Kriegstein & Giraud, 2006).

Although at odds with the dual-streammodel, the presence of

a cortical process for the identification of sound sources that

relies on low-level structure is instead consistent with psy-

chophysics evidence showing that low-level structure ac-

counts well for the perception of the properties of a sound

source (Giordano & McAdams, 2006; Giordano, Rocchesso, &

McAdams, 2010; McAdams, Roussarie, Chaigne, & Giordano,

2010).

Different studies of the cortical encoding of source

identity were carried out using different tasks. For example,

whereas Belin and Zatorre (2003) investigated adaptation to

speaker identity in passive-listening conditions, partici-

pants in Von Kriegstein and Giraud (2006) explicitly identi-

fied speakers. The effect of task on the cortical processing of

source identity is unclear, and might indeed explain part of

the variation in the functional-imaging literature. More

importantly, no previous study assessed whether the pro-

cessing of source identity in passive listening and explicit

judgment conditions relies on overlapping cortical net-

works. As such, no evidence is available concerning the

robustness of the cortical processing of source identities to

variation in task demands and whether explicit source

identification is necessary to recruit prefrontal cortex

regions.

We investigated these issues in two fMRI experiments on

the passive-listening adaptation and explicit discrimination of

source identities. We sought to ascertain: (1) which cortical

regions are involved in the processing of source identity and

whether common cortical regions process identity in passive

and explicit-task conditions; (2) whether separate cortical

modules process the identity of sources belonging to different

categories [Vocalizations (speech and non-speech); Music;

Environmental sounds]; (3) the extent to which low-level

structure accounts for cortical identity processing. Overall,

results suggest that (1) a region in the left posterior middle

frontal gyrus (pMFG) is involved in the processing of the

identity of sound sources in both active and passive-listening

conditions, (2) identity-related activity in this region is not

modulated by sound category and (3) it is accounted for by

low-level acoustical structure.
2. Materials and methods

The two fMRI experiments were carried out during two

subsequent scanning sessions on the same participants.

During Experiment 1, they listened passively to sequences

of sounds that differed in the number of identity repetitions.

During Experiment 2, they were presented with pairs of

sounds and were asked to evaluate whether the two sounds

had been produced with the same sound-generating object

or not.

http://dx.doi.org/10.1016/j.cortex.2014.06.005
http://dx.doi.org/10.1016/j.cortex.2014.06.005
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2.1. Stimuli

On each trial of Experiment 1, participants heard one of 48

different sequences of six natural sounds [median/inter-

quartile range (IQR) of sequence duration ¼ 7250/10.5 msec;

median/IQR duration of sound within sequence ¼ 1000/

4 msec; median/IQR within-sequence interstimulus interval

(ISI) ¼ 250/5 msec]. Each of the sequences comprised stimuli

belonging to one of three sound categories: environmental

sounds (16 sequences); music-instrument tones (16 se-

quences); human vocalizations (8 speech sequences; 8 non-

speech vocalization sequences). The sound-category factor

was crossed factorially with a four-level sequence-type factor

measuring the number of same-stimulus repetitions within

the sequence (N repetitions from now on): [1 (all stimuli

different); 2 (3 different stimuli, each repeated twice); 3 (2

different stimuli each repeated three times); 6 (all stimuli

equal); each stimulus was presented in only one of the se-

quences]. In all sequences, non-repeated sounds were gener-

ated with different sound sources. Each sound category thus

comprised 4 sequences for each level of the sequence type/N-

repetitions factor (2 sequences for each N-repetitions level for

speech and non-speech vocalization sequences). The order of

stimuli within each sequence was the same for all partici-

pants. For the 2-repetition sequences, each of the three

different stimuli was presented in random order once during

the first half of the sequence, and again during the second

half. Neither the 2- nor the 3-repetition sequences included

subsequent presentations of the same stimulus (e.g., [sounds

S1-S2-S1-S2-S1-S2] and [S1-S2-S3-S2-S3-S1] and for a 2- and 3-

repetition sequence, respectively).
On each trial of the Experiment 2, participants were pre-

sented with one of 108 pairs of sounds [median/IQR sound-

pair duration ¼ 2701/3334 msec; median/IQR duration of

within-pair sound ¼ 746/183 msec; within-pair

ISI ¼ 1200 msec]. Each of the pairs comprised sounds

belonging to one of three different categories (36 pairs for each

category): environmental sounds; three-tone synthetic-in-

strument melodies; human vocalizations (phonemes). The

sound-category factor was crossed factorially with a three-

level pair-type factor (12 pairs for each pair-type level within

each sound category). In different sound/different source

pairs (DD), the paired sounds were different, and were

generated with two different sound sources although highly

similar sound sources (e.g., two vacuum cleaners or two he-

licopters; two same-gender adults e 6 pairs e or two same-

gender children e 4 pairs e or two different-gender children

e 2 pairs; two different models of the same musical instru-

ment such as two trumpets or two organs). For the musical-

instrument category, the two instruments played the same

melody. For the environmental-sound category the paired

sources produced sounds based on the same interaction type

(e.g., breaking for the two glass-breaking sounds; multiple

impacts for two different sets of coins; two squeaking bottle

corks). For the vocal category, half of the pairs included the

same phoneme (both/a/or both/i/) and half of the pairs

included different phonemes (/a/and/i/). In different sound/

same source pairs (DS), the paired sounds were different, but

were generated with the same sound source (e.g., two

different card-shuffles with the same deck; two different rings
with the same bicycle ring; two different melodies with the

same musical instrument; two different phonemes uttered by

the same speaker). In same sound/same source pairs (SS), the

same sound was repeated twice. The same sound was used as

initial sound in each of three pairs, one for each of the pair

types, for a total of 36 unique initial sounds across all of the set

of pairs (e.g., the same phonemic sound was paired with itself

[SS], or with a different phoneme uttered by the same speaker

[DS], or with a different phoneme uttered by a different

speaker [DD]). The second soundwas different across all of the

sound pairs, with the exception of two vocal sounds which

were used to create both one DS and one DD pair. The design

for the stimuli in both experiments is summarized in Fig. 1.

2.1.1. Low-level dissimilarity
We modeled the dissimilarity of sounds within the presented

sequences and pairs relative to a set of 12 low-level features,

and analyzed the effect of the experimental factors on the

low-level dissimilarity. The results of this analysis indicate

that low-level within-sequence/pair dissimilarity decreased

with an increase in the number of same-sound repetitions for

Experiment 1, and from SS to DS to DD pairs in Experiment 2.

They are summarized in Fig. 2.

Low-level features were extracted based on the approach

described in Giordano et al. (2013; see for a more extensive

description of the modeling approach). For each of the sound

stimuli within each of the sequences, we initially quantified

the time-varying profile of four different low-level features

(temporal resolution ¼ 1 msec): (1) loudness in sones, defined

for each frame of analysis as the sum of the specific loudness

for the different cochlear filters; (2) spectral centroid in ERB-

rate units (ERB ¼ Equivalent Rectangular Bandwidth, Moore

& Glasberg, 1983), defined as the specific-loudness weighted

average of the spectral frequency; (3) harmonic-to-noise ratio

(HNR) e periodicity in short e a measure of the ratio of

periodic-to-non-periodic energy in the sound signal in dB; (4)

pitch in ERB-rate units. Time-varying loudness and spectral

centroid were derived from the time-varying specific loudness

of the sound signals, as computed according to the model of

Glasberg andMoore (2002). Time-varying periodicity and pitch

were computed using the Praat software (Boersma &

Weenink, 2009). For each of the sequences, we computed 12

different measures of low-level dissimilarity based on the

application of each of 3 different operators on each of the 4

time-varying features. For each of the low-level time-varying

features, median dissimilarities were computed as follows: (i)

extract the median of the time-varying feature for each of the

sounds in the sequence or pair; (ii) compute a matrix of

within-sequence pairwise dissimilarities defined as the ab-

solute difference of the median feature between each pair of

sounds within the sequence; (iii) average the pairwise dis-

similarities within the sequence to hold an overall score of

within-sequence dissimilarity ofmedians. Interquartile-range

dissimilarities were computed by adopting the same pairwise

absolute-difference approach as for the median dissimilar-

ities. Finally, the cross-correlation dissimilarity between

sounds belonging to the same sequence measured the lag-

and scale-independent dissimilarity of the temporal patterns

of variation of a target low-level feature. The cross-correlation

dissimilarity between a time-varying feature for two sounds

http://dx.doi.org/10.1016/j.cortex.2014.06.005
http://dx.doi.org/10.1016/j.cortex.2014.06.005


Fig. 1 e Experimental design. Schematics of the stimuli (sound sequences or pairs) presented on each trial of the two

experiments. Different symbols and colors denote different sound sources and different sounds, respectively (e.g., the two

paired sounds presented during the DS condition of Experiment 2 were different but generated with the same sound

source). Sound category (environmental sound, music or human vocalizations) was constant within each of the presented

sound sequences and pairs. Regions involved in the processing of the identity of sound sources are expected to show a

decrease in fMRI activation for an increase in the number of same-stimulus repetitions in Experiment 1, and lower fMRI

activations for SS than DS than DD pairs in Experiment 2. The bottom part of the figure shows a detail of the spectrogram for

a vocal-sound sequence (Experiment 1; 3-repetitions condition) and for a vocal sound pair (Experiment 2; DS condition; level

increases from blue to red).
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was defined as 1 minus the maximum cross-correlation be-

tween their time-varying features. The cross-correlation was

normalized so as to yield a value of �1 for the cross-

correlation between one signal and its negative at lag 0, and

a value of 1 for the cross-correlation between one signal and

its replica (i.e., autocorrelation) at lag 0. In order to yield a

scale-independent measure of the temporal-pattern dissimi-

larity, time-varying features were range-normalized between

0 and 1 before being analyzed with the cross-correlation al-

gorithm. The matrix of cross-correlation dissimilarities

computed between each pair of sounds within the sequence
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by collapsing information across the 12 acoustical dissimi-

larities. To this purpose, we: (i) rank-transformed each of the

12 dissimilarities; (ii) normalized each of them between

0 (lowest dissimilarity) and 1 (highest dissimilarity); (iii)

averaged the 12 ranked and normalized dissimilarities to yield

one final score of low-level dissimilarity. Fig. 2 shows the

average low-level dissimilarity score measured within each

cell of the experimental design for each of the experiments. A

two-factor generalized linear model (GLM) was adopted to

ascertain significant effects of the experimental factors on the

low-level dissimilarity scores. For Experiment 1, the effect of

the interaction between the category and sequence type/N-

repetition factors, and the main effect of category were not

significant [F(6,36) ¼ .89 and F(2,36) ¼ 1.62, respectively,

p > .214]. The number of same-stimulus repetitions had

instead a significant effect on low-level dissimilarity

[F(3,36) ¼ 209.24, p < .001]. In particular, a linear contrast

showed that low-level dissimilarity decreased significantly

with an increase in the number of same-stimulus repetitions

[F(1,36) ¼ 547.11, p < .001]. For Experiment 2, we observed a

significant main effect of the category and pair-type factors,

and a significant interaction between these factors

[F(2,99)¼ 47.57, F(2,99)¼ 1120.41, F(4,99)¼ 15.06, p < .001]. Post-

hoc contrasts showed that, overall, low-level dissimilarity

decreased significantly from the DD to the DS to the SS con-

dition [F(1,99) > 1382.58, p < .001], and that whereas pairs of

environmental sounds and of musical tones did not differ in

low-level dissimilarity [F(1,99) ¼ 0, p ¼ .959], paired sounds

from both of these categories were significantly more dis-

similar than pairs of vocal stimuli [F(1,99) > 70.92, p < .001].

Finally, the significant interaction between the category and

pair-type factors appeared to be caused by the presence of

significant differences between sound categories for the DS

and DD conditions [F(2,33) > 11.87, p < .001], but not for the SS

condition, where the dissimilarity between identical sounds

was, by definition, equal to 0 for all of the sound categories.

2.2. Participants

Fifteen normal-hearing individuals took part in this study

(nine females, six males; median/IQR age ¼ 24/2 yrs; fourteen

right handed). Informed consent was obtained from all in-

dividuals, and the protocol was approved by the research

ethics board of the Regroupement Neuroimagerie du Qu�ebec

(RNQ) at Universit�e de Montr�eal.

2.3. Design and procedure

On each trial of Experiment 1, participants were presented

with either one of the 48 sound sequences, or with one of 12 8-

sec periods of silence, for a total of 60 trials. The order of the

sequences and silent periods was established at random for

each of the participants, who were instructed to listen

passively to the sound stimuli. On each trial of Experiment 2,

participants were presented with either one of the 108 sound

pairs, or with one of 12 8-sec periods of silence, for a total of

120 trials. Participants carried out a same/different source

categorization task: on each trial, theywere asked to press one

response key with the index if the two sounds were generated

with the same source, and a different response key with the
middle finger if they were not. Reaction times for this task

weremeasured from the onset of the second sound in the pair.

Anticipations and exceedingly long responses (RT > 3 sec from

onset of second sound) were considered asmissing responses.

2.4. fMRI data acquisition

Participants were scanned with a Siemens 3T Trio scanner,

using a Siemens CP head coil. Sound sequences were pre-

sented through MRI-compatible electrodynamic headphones

(MR-Confon Starter F system with Peltor Optime H510A ear-

muffs) at a comfortable level. For both experiments, the echo

time was 30 msec, and the TR was 10 sec, composed of a 2-sec

acquisition time and an 8-sec silent period during which

sound sequences were presented against a silent background.

During Experiment 1, sequence playback began at the end of

the volume acquisition, i.e., ISI¼ TR. During Experiment 2, the

onset of the sound sequence was jittered between 1.5 and

2.5 sec after the end of the volume acquisition. Each brain

volume contained 28 slices of 3.2 mm thickness (inter-slice

gap¼ .64mm) in an axial orientation along the direction of the

temporal lobe, providing near full-brain coverage. The in-

plane voxel size was 3.2 � 3.2 mm2 (64 � 64 matrix). A

whole-brain, high-resolution, structural T1-weighted MP-

RAGE image (176 sagittal slices, 256 � 256 matrix size,

1� 1� 1mm3 voxel size) was also acquired to characterize the

subjects' anatomy.

2.5. fMRI data analysis

Analyses were carried out using SPM8 and custom Matlab

code. Functional imageswere slice-time corrected to the onset

of the first slice and spatially realigned using a 6-parameter

affine transformation. The registration procedure considered

images from both Experiments 1 and 2. For each of the par-

ticipants, high-resolution T1 images were co-registered to the

average functional image and segmented into gray matter,

white matter and cerebrospinal fluid (Ashburner & Friston,

2005). Diffeomorphic Anatomical Registration using Expo-

nentiated Lie algebra (DARTEL, Ashburner, 2007) was used to

register gray and white matter probability maps for the

different individuals and derive a common gray-matter tem-

plate. An affine transformation was finally estimated to

normalize the DARTEL template to MNI space.

For both experiments, the first step of the pipeline for the

analysis of the functional images involved fitting a GLM to the

data for each participant and estimating the average BOLD

response in each of the cells of the experimental design. To

this purpose, the first-level GLMs included one condition-

specific regressor for each of the cells of the experimental

design (12 and 9 condition-specific regressors for Experiment 1

and 2, respectively). Regressors for each of the experimental

conditions were obtained by convolving a boxcar function

modeling the presentation of the condition-specific se-

quences with the canonical hemodynamic response function

(HRF). For both experiments, the GLM also included: (1) head-

motion parameters estimated during the spatial realignment

step; (2) an intercept term modeling activation during the

implicit silent baseline condition; (3) a standard high-pass

filter (cutoff ¼ 1/128 Hz). For Experiment 2, the first level

http://dx.doi.org/10.1016/j.cortex.2014.06.005
http://dx.doi.org/10.1016/j.cortex.2014.06.005
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GLMs also included condition-specific parametric modulators

modeling the effects of response correctness on the difference

between trials from the same condition, and one additional

condition-specific regressor formissing-answer trials. For this

experiment, condition-specific activation levels were esti-

mated by considering both correct- and incorrect-response

trials (see e.g., VanRullen, 2011; for a discussion of potential

analysis biases associated with trial-selection procedures

based on behavioral responses). Temporal dependencies be-

tween functional images from the same participant were

accounted with a standard AR(1) autoregressive model. First-

level models were fit to unsmoothed native-space EPI data

within a gray matter analysis mask [p(gray matter) � .5, as

based on segmentation of the T1 scan].

Second-level random-effect (RFX) models aimed to ascer-

tain the effect of the experimental factors and of their inter-

action on fMRI activation levels in the population of

participants. For both experiments, models were fit to the

condition minus silent baseline contrast images (12 and 9

contrast for each of the participants in Experiment 1 and 2,

respectively) deformed to the group DARTEL template,

smoothed using a Gaussian kernel (8 mm full-width at half-

maximum, FWHM), and normalized to MNI space (voxel size

after normalization ¼ 2 mm3). Analyses were carried out

within a gray-matter mask [p(gray matter) for group DARTEL

template � .5]. Contrast images for each experiment were

analyzed within a flexible factorial SPM GLM with regressors

for: (1) the main effect of each of the two experimental factors

[sound category for both Experiment 1 and 2 and sequence

type or pair type for Experiment 1 and 2, respectively; for each

experimental factor, N regressors ¼ N factor levels]; (2) the

interaction between the experimental factors [N

regressors ¼ N levels factor 1 � N levels factor 2]; (3) subject-

specific effects [N regressors ¼ N participants]. F tests based

on linear contrasts of the regressor-specific GLM estimates

were used to ascertain significant main effects and in-

teractions. Significant omnibus F tests (FWE < .05; extent

threshold ¼ 10 voxels) were further qualified based on pair-

wise post-hoc F contrasts carried out within significant

omnibus test analysis masks (FWE < .05, Bonferroni-corrected

for number of post-hoc contrasts; extent threshold ¼ 10 vox-

els). For Experiment 1, further post-hoc analyses were carried

out to assess significant repetition suppression or enhance-

ment effects within those clusters characterized by a signifi-

cant effect of the sequence type/N-repetition factor. In

particular, repetition-suppression effectswere assessed based

on a T test of the linear contrast with weights [.75, .25, �.25,

�.75] for [1, 2, 3, 6 repetitions], whereas repetition-

enhancement effects were assessed with a T test of the

linear contrast with weights [�.75, �.25, .25, .75] for [1, 2, 3, 6

repetitions] (FWE < .05; extent ¼ 10 voxels).

A final set of RFX analyses aimed to assess the extent to

which the cortical effects of the experimental manipulations

were accounted for by changes in within-sequence low-level

dissimilarity across experimental conditions. The analysis

strategy followed the pipeline described above for the unal-

tered fMRI data, with some notable exceptions concerning the

first-level models. In general, the first-level models for both

experiments aimed to produce residual condition-specific

contrast images that did not contain variance explained by
the low-level dissimilarities. For Experiment 1, an initial

native-space first-level model was fit to the unsmoothed data

with one single non-baseline experimental condition, and

with the head motion parameters, the intercept term, and the

high-pass filter. Importantly, the first-level model also

included 12 additional regressors (parametric modulators for

non-baseline condition), one for each of the low-level

sequence-specific dissimilarities. These low-level regressors

had a value of zero for baseline trials and an average value of

zero for non-baseline trials, andwere convolved with the HRF.

These first-level GLMs thus estimated the effect of the low-

level dissimilarities on the differences in fMRI activation be-

tween non-baseline trials, and did not alter the estimates of

the baseline activity. The residuals of the GLM prediction

based on the low-level dissimilarities alone, i.e., without

considering the baseline intercept term of the GLM, were

finally analyzed as specified above for the unaltered fMRI data

(first-level activity estimate for each cell of the experimental

design and subsequent RFX analysis of the cell-specific

contrast images). The same strategy was adopted for Experi-

ment 2 data, exception done for the fact that the initial first-

level model fit to estimate the effects of the low-level dis-

similarities also contained a separate condition for no-answer

trials for which low-level dissimilarities were assumed to

have a value of zero. The same residual-based strategy was

finally adopted to assess the extent to which the effects of the

experimental manipulations in Experiment 2 were accounted

for by between-condition differences in RT (RT ¼ 0 for no-

answer trials).
3. Results

3.1. Experiment 1 e passive listening

Sound category had significant effects on activation levels in

two large bilateral STG clusters, extending from posterior to

anterior aspects, and comprising the lateral portion of the

Heschl's gyrus (HG), and the planum temporale (PT). For both

clusters, the effect of sound category appeared to be driven by

a stronger activation for vocal sounds than for either music or

environmental sounds (see Fig. 3 for details). Importantly, a

large portion of the clusters characterized by significant

category-sensitivity effects in the analysis of unaltered fMRI

data continued to exhibit category sensitivity when the fMRI

data were cleaned of the variance explained by low-level

dissimilarity [38 and 27% of the unaltered-data category-sen-

sitive voxels in the left and right STG cluster, respectively].

Significant effects of the sequence type/N repetitions factor

emerged in three left temporal clusters (middle superior

temporal gyrus e mSTG; posterior STG e pSTG; posterior

middle temporal gyrus e pMTG), in the left Rolandic opercu-

lum (RolOp), in a comparatively larger right cluster in the

middle temporal plane (mTP), extending to the STG, and in the

posterior aspects of the left middle frontal gyrus (pMFG; see

Table 1, and Fig. 4). Post-hoc contrasts between levels of the N-

repetitions factor revealed that these effects were, overall,

driven by a significantly stronger activation for the 2-

repetition sequence relative to the 3- and 6-repetition se-

quences (see Fig. 4 for details), with the exception of an

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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Fig. 3 e Experiments 1 and 2: cortical sensitivity to sound categories. Axial gray-matter probability slices are derived from

the group DARTEL template normalized to MNI space, and are displayed along with the statistical parametric maps for

assessing a significant omnibus effect of sound category on the unaltered fMRI data (FWE < .05; extent threshold ¼ 10

voxels). For each of the clusters, we show the category-specific percent signal change (PSC) averaged across participants

(error bar¼ ±1 SEM) in the peak-effect voxel for the analysis of the unaltered fMRI data. PSC was computed using condition-

specific regressors in the first-level GLMas discussed in Pernet (2014). In particular, rather than using a standard trial height

as scaling factor, the PSC was computed in reference to condition [environmental sound/one repetition] in Experiment 1

(scaling factor of 1), and in reference to condition [environmental sound/same sound same source] in Experiment 2 (scaling

factor of .5). For the same voxel, we also show the category-specific PSC for the various additional analyses of the fMRI data

from which the variance explained by the low-level dissimilarities (Experiments 1e2), or by reaction time in the same/

different source categorization task (Experiment 2) was partialled out. The numbers on top of the red lines that connect

different bars show the percentage of voxels in the unaltered-data omnibus-effect clusters associated with a significant

difference between the connected bars (FWE < .05, Bonferroni-corrected for multiple post-hoc comparisons; extent

threshold ¼ 10 voxels; percentage sign omitted). Bars not connected by a red line refer to categories for which the fMRI

activations did not differ significantly.

c o r t e x 5 8 ( 2 0 1 4 ) 1 7 0e1 8 5176
additional significantly stronger activation for 1- than for 6-

repetition sequences in the left pMFG cluster, and of the

absence of a significant difference between the activation for

2- and 3-repetition sequences in the left pMTG cluster. More
Table 1 e Summary of random-effect analyses. All effects signifi

Location Left hemisphere

Z C. size x y

Experiment 1: Sound category

STG >8 975 �66 �16

Experiment 1: N repetitions

mSTG/mTP 4.77 25 �58 �18

pSTG 5.10 45 �66 �42

pMFG 5.06a 128 �52 20

pMTG 4.90 31 �62 �64

RolOp 4.89a 44 �52 �26

Experiment 2: Sound category

STG >8 698 �62 �12

Experiment 2: Pair type

FrOp/aIns 5.28 93 �38 18

pMFG 5.26 132 �48 10

SFGpm 5.37 64 0 16

Note. C. size ¼ cluster size; mSTG ¼ middle superior temporal gyrus; mT

pMTG ¼ posterior middle temporal gyrus; RolOp ¼ Rolandic operculum;

frontal gyrus, pars medialis.
a marks clusters that exhibited a significant effect of sequence type/N rep

text, for more details.
importantly, T-based post-hoc contrasts revealed a significant

repetition-suppression effect for the vast majority of the

voxels in the left pMFG, right mTP and left RolOp clusters (see

Fig. 4), and no repetition-enhancement effect. No significant
cant at FWE < .05, extent threshold ¼ 10 voxels.

Right hemisphere

z Z C. size x y z

14 >8 1081 64 �8 6

10 5.43a 250 54 �20 12

16 e e e e e

34 e e e e e

2 e e e e e

20 e e e e e

12 >8 674 66 �12 4

6 5.63 131 42 18 4

38 5.62 129 54 20 38

54 4.96 19 4 18 52

P ¼ middle temporal plane; pMFG ¼ posterior middle frontal gyrus;

FrOp ¼ frontal operculum; aIns ¼ anterior insula; SFGpm ¼ superior

etitions, and a significant repetition-suppression effect, see Fig. 4 and

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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Fig. 4 e Experiment 1: Passive adaptation to source-identity repetitions. Significant omnibus effect of the sequence type/N

identity repetitions factor (FWE < .05; extent threshold ¼ 10 voxels). Red bars connect sequence types that induced

significantly different levels of fMRI activation (post-hoc contrasts; Bonferroni-corrected FWE < .05; extent threshold ¼ 10

voxels; red numbers ¼ percentage of cluster voxel associated with a significant difference). For each cluster, we also report

the percentage of voxels that showed a significant repetition-suppression effect in the post-hoc analyses (FWE < .05; extent

threshold¼ 10 voxels). No cluster was characterized by a significant repetition-enhancement effect. Error bar¼ ±1 SEM. See

legend of Fig. 3 for further details.
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effect of sequence type/N repetitions emerged after the fMRI-

data variance explained by within-sequence low-level

dissimilarity was removed. Finally, no significant effect was

observed for the interaction between the sequence type/N-

repetition and sound-category factors either for the analysis

of the unaltered fMRI data or of the same data fromwhich the

low-level dissimilarity variance was removed.

3.2. Experiment 2 e active source-identity
discrimination

3.2.1. Behavioral results
A very low number of missing responses (no response; an-

ticipations; RT > 3 sec) was observed [across-participant me-

dian of percentage of missing responses ¼ 1.9%; IQR ¼ 3.5%].

They were not considered in the following analyses of the
behavioral data. For each participant, we initially computed

the proportion of correct answers and the average RT (both

correct and incorrect answers) for each of the 9 experimental

conditions (3 sound categories � 3 soundepair types; see

Fig. 5). Analyses of the across-participants average proportion

correct in each experimental condition revealed performance

to be better than a chance-level random-response perfor-

mance of 50% correct [t(14) � 2.38, p � .032]. For each of the

participants, we then computed the Spearman correlation

between the average RT and proportion correct for the

different experimental conditions. A t-test carried out on the

average of the Fisher Z-transformed correlations revealed a

significant group-average negative correlation between RT

and proportion correct [t(14) ¼ �9.72, p < .001, 95% confidence

interval for the average correlation ¼ �.829 to �.639]. The

same procedure was adopted to assess the significance of the

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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Fig. 5 e Experiment 2: Behavioral discrimination of sound source identities. Across-participants average reaction time (left

panel) and proportion correct (right panel) for the same/different source categorization task in each of the experimental

conditions. SS ¼ same sound/same source; DS ¼ different sound/same source; DD ¼ different sound/different source. Error

bar ¼ ±1 SEM.
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group-average correlation between the average RT and

average low-level dissimilarity for the different experimental

conditions. The correlation between condition-specific RTs

and low-level dissimilarity was significant and positive

[t(14) ¼ 7.15, p < .001, 95% confidence interval for the average

correlation ¼ .631e.881], i.e., participants responded more

slowly for sounds whose low-level structure was very

different.

A 3 � 3 repeated measure ANOVA was carried out to

analyze the effects of sound category and pair type on RT.

Both the main effect of category and of pair type were signif-

icant [F(2,28) � 11.52, p � .001]. For the category factor, post-

hoc contrasts revealed only significantly faster responses for

vocalizations compared to environmental sounds

[F(1,14) ¼ 22.91, Bonferroni-corrected p < .001; F(1,14) � 5.15,

Bonferroni-corrected p > .05 for the other post-hoc contrasts].

All of the post-hoc contrasts for the main effect of pair type

were instead significant, showing an increase in RT from SS to

DS to DD sequences [F(1,14) � 11.05, Bonferroni-corrected

p � .015]. The ANOVA model also revealed a significant

interaction between the category and pair-type factors

[F(4,56) ¼ 5.20, Greenhouse-Geisser corrected p ¼ .006]. The

simple effects of both of the experimental factors were all

significant [F(2,28) � 4.57, p � .019]. A significant category X

pair-type interaction could thus be potentially interpreted as

revealing a modulation of the strength of the effect of either

experimental factor across the levels of the other experi-

mental factor.

3.2.2. fMRI results
The modulation effect of pair type on brain activation was

significant in six clusters (see Fig. 6): the bilateral parsmedialis

of the superior frontal gyrus (SFGpm), in a region often labeled

as pre supplementary motor cortex (preSMA); the bilateral

frontal operculum/anterior insula (FrOp/aIns); the bilateral

pMFG)occupying part of the pre-central gyrus. Post-hoc con-

trasts revealed that all of the voxels in these clusters were

most strongly activated by DD than SS pairs. In addition, 55, 64

and 74% of the voxels in the left pMFG, left SFGpm, and right

SFGpm were more strongly activated by DD than by DS pairs,
respectively. Finally, a minimum of 58% of the voxels in all of

the clusters that showed a significant omnibus effect of pair

type were most strongly activated by DS than by SS pairs (see

Fig. 6).

No significant effect of pair type emerged after the fMRI

data were cleaned of the variance explained by low-level

dissimilarities or by RT. Two large STG clusters, one per

hemisphere, were characterized by a significant effect of

sound category (Fig. 3). Voxels in both clusters were activated

more strongly by music than by vocal than by environmental-

sound pairs. Importantly, neither low-level dissimilarity nor

RT explained the totality of the category-sensitivity effects

observed for the analysis of unaltered fMRI data. Indeed,when

low-level dissimilarities were partialled out, 44 and 31% of the

left- and right-hemispheric category-sensitive voxels still

exhibited a significant effect of this factor. When RT was

partialled out, 52 and 59% of the left- and right-hemispheric

category-sensitive voxels retained their category sensitivity.

In no analysis did we observe a significant effect of the

interaction between sound category and pair type.

3.3. Conjunction of identity-related effects in
Experiments 1 and 2

A cluster of 58 voxels in the left pMFG [Brodmann area 9/44]

exhibited both a significant effect of sequence type/N repeti-

tions in Experiment 1 and of pair type in Experiment 2

[average xyz MNI coordinates of within-cluster voxels ¼ �49

18 35]. Thirty-seven of the voxels in the conjunction cluster

were characterized by a significant repetition-suppression

effect in Experiment 1. For 33, and 58 of these voxels, DD

pairs induced greater activation levels than DS and SS pairs,

respectively. Finally, for all of the voxels in this cluster, the

effects of N repetitions, that of pair type, and the repetition-

suppression effect did not reach significance after the low-

level dissimilarity variance was partialled out of the fMRI

data. Fig. 7 shows the conjunction of the significant effects of

sound-sequence and sound-pair type in Experiments 1 and 2,

respectively, and displays the association between the

average condition-specific activation and low-level

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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Fig. 6 e Experiment 2: Modulation of cortical activation by pair type during sound-identity discrimination. Significant fMRI

effect of pair type (FWE < .05; extent threshold ¼ 10 voxels; DD ¼ different sound/different source; DS ¼ different sound/

same source; SS ¼ same sound/same source). Red lines connect pair types that induced significantly different activation

levels, as assessed within a post-hoc contrast analysis (Bonferroni-corrected FWE < .05; extent threshold ¼ 10 voxels; red

numbers ¼ percentage of voxels that exhibited a significant difference). Error bar ¼ ±1 SEM. See legend of Fig. 3 for further

details.
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Fig. 7 e Experiments 1 and 2: conjunction of effects of sequence type/N identity repetitions during passive listening and of

the effect of pair type during active source-identity discrimination (FWE < .05; extent threshold ¼ 10 voxels). The

conjunction reveals a left pMFG cluster of 18 voxels. This cluster was characterized by fMRI adaptation for the repetition of

source identities, and by stronger levels of activation for paired sounds generated by different sources. The left panel

displays the projection of the significant-effect masks onto the PALS atlas. The right panel displays the association between

condition-specific scores of low-level dissimilarity and cerebral activation in both experiments (average percent signal

change e PSC e across participants and voxels within conjunction cluster; error bar ¼ ±1 SEM). No effect of the number of

same-sound repetitions or of the type of sound pair emerged when the variance explained by low-level dissimilarities was

partialled out of the fMRI data. Note that when a more lenient statistical threshold is adopted (p ¼ .0001 uncorrected,

extent ¼ 20 voxels), a significant conjunction emerges also for the right pMFG (Supplementary Figure).
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dissimilarity. Consistently with the analysis of the effects of

the experimental conditions on low-level dissimilarity, and

with the analyses of the effects of experimental conditions on

fMRI activations, voxels within this left pMFG cluster

appeared to be most strongly activated by sound-sequences/

pairs characterized by a larger low-level dissimilarity.
4. Discussion

Two main results emerged from this study. First, adaptation

effects in temporal cortex induced by sound repetition appear

independent of sound category and are largely explained by

within-sequence similarities in low-level acoustical structure.

Second, left pMFG cortex is involved in processing sound

source identity in both passive and active listening tasks

similarly across sound categories.

4.1. Adaptation to source identity in the temporal,
parietal and frontal lobes

The level of activation of various cortical areaswasmodulated

by the number of passively-heard sound source identities

independently of sound category. All of these effects were

accounted for by low-level within-sequence dissimilarity.

None of the areas was characterized by a repetition-

enhancement effect (Segaert, Weber, de Lange, Petersson, &

Hagoort, 2012), i.e., fMRI activation did not increase with the

number of identity repetitions. A significant repetition-

suppression effect (Grill-Spector, Henson, & Martin, 2006)

was instead observed in the rightmTP extending to the STG, in

the left Rolandic operculum (RolOp), and in the ventral aspect

of the pMFG, extending rostrally to an MFG area dorsal to the
pars opercularis of the inferior frontal gyrus (IFG). The pres-

ence of repetition-suppression effects in the right mTP/STG

replicates the results of a large number of imaging studies of

natural sounds (Altmann, Bledowski, Wibral, & Kaiser, 2007;

Altmann, Júnior, Heinemann, & Kaiser, 2010; Andics et al.,

2010; Bergerbest, Ghahremani, & Gabrieli, 2004; Charest,

Pernet, Latinus, Crabbe, & Belin, 2013; De Lucia et al., 2010;

Doehrmann, Naumer, Volz, Kaiser, & Altmann, 2008; Latinus

et al., 2011; Zatorre et al., 2004). Consistent with our observa-

tion of category-independent adaptation in this region,

Doehrmann et al. (2008) observed that a large extent of the

right superior temporal plane exhibited repetition-

suppression effects for both animal and tool sounds. Impor-

tantly, the low-level account for the repetition-suppression

effects in this region maps recent observations of cortical

sensitivity to the same set low-level features considered in the

current study, and in particular, of the selective encoding of

the median of the time-varying pitch and HNR, and of the IQR

of the time-varying spectral centroid in various location along

the right TP/STG (Giordano et al., 2013). Additional studies of

speech sounds also confirm the adaptation to low-level

structure in this region (Andics et al., 2010; Charest et al.,

2013; Latinus et al., 2011).

The Rolandic operculum is often considered to be devoted

to processes of auditory-motor integration for speech

(Vigneau et al., 2006) and music (Engel et al., 2012). For

example, brain imaging and lesion studies link the RolOp to

the differentiation, recognition, and gestural reproduction of

limb- and mouth-action sounds (Galati et al., 2008; Pazzaglia,

Pizzamiglio, Pes, & Aglioti, 2008), or to the differentiation be-

tween laughter and speech (Meyer, Zysset, von Cramon, &

Alter, 2005). Importantly, activity in this region is also modu-

lated by action-independent attributes of sound stimuli, such

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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as music pleasantness (Koelsch, Fritz, Müller, & Friederici,

2005) and, consistently with our observation of low-level

sensitivity, by timbre-related features of music materials

such as brightness, fullness and complexity (Alluri et al.,

2011).

Adaptation in the right PFC cortex is reported by three

speaker-identification studies (Andics et al., 2010; Latinus

et al., 2011; Von Kriegstein & Giraud, 2006). Consistently with

our observations, both Andics et al. (2010) and Latinus et al.

(2011) report adaptation to low-level structure in this region,

although only the latter links this region also to identity-

processing mechanisms. The right PFC region reported by

previous studies of speaker identity is contralateral to the left

pMFG identity-adapting region observed in this study. It

should thus be noted that the number of identity-repetitions

appears to modulate activity on both the left and right pMFG

when a more lenient threshold is considered [p ¼ .0001;

extent ¼ 20 voxels, see Supplementary Figure]. As such, the

divergence in laterality between our study and previous ones

could be potentially explained by the presence of semantic

speech content in the speech stimuli used in this study but not

in previous studies, or by an eventual presence of larger

amounts of spectrotemporal variability in the stimulus set

investigated in the current study (Boemio, Fromm, Braun, &

Poeppel, 2005; Zatorre & Belin, 2001; Zatorre & Gandour, 2008).

Overall, activity in the right mTP, and in the left RolOp and

pMFG appears consistent with the hypothesis of domain-

general automatic processing of source identity during pas-

sive listening, and also reveals that such processing relies on

the analysis of sound-to-sound variations in low-level struc-

ture. However, based on the results of Experiment 1 alone, it is

not possible to state whether these regions implement a

mechanism dedicated specifically to the analysis of source-

identity information, or whether they are more simply

implicated in an analysis of short-term low-level variability

active also for sounds that do not contain source-identity

information.

4.2. Discriminating source identities explicitly involves
the cingulo-opercular and fronto-parietal control networks

During an explicit source-identity discrimination task, activity

in the bilateral SFGpm, FrOp/aIns and in the pMFG was

modulated by the sound-pair type. In general, activity in all of

these regions increased from same sound/same source to

different sound/same source to different sound/different

source pairs, although some important variations across re-

gions concerning the significance of between-pair activation

differences emerged. Paralleling the results observed when

listening passively to sequences of source identities, the

cortical effects of pair type were independent of the category

of the paired sounds, and appeared to be accounted for by low-

level dissimilarity. Additionally, the effect of pair type in these

regions was also accounted for by between-condition differ-

ences in reaction times.

In the behavioral task, reaction times increased in the

same direction as activation levels in these regions, i.e., from

SS to DS to DD pairs, and longer reaction times led to impaired

behavioral performance. Confirming published evidence (e.g.,

Wig, Grafton, Demos, & Kelley, 2005), repetition of either
sounds (SS pairs) or of identities (SS and DS pairs) thus pro-

duced a behavioral advantage in the source-discrimination

task. Consistently, reaction times were significantly longer

for sound pairs characterized by a large low-level difference,

and, as could also be expected based on the lawful relation-

ship between sound source mechanics and acoustical struc-

ture (e.g., Fletcher & Rossing, 1991), sound pairs generated by

different sound sources were characterized by a larger low-

level dissimilarity than sound pairs generated by the same

source.

The SFGpm, an area often labeled as pre-SMA, has been

linked to various processes such as the generation and

sequencing of motor speech plans (Hartwigsen et al., 2012), or

to working memory processes related to the encoding and

retrieval of speech materials (Marvel & Desmond, 2010). The

anterior portion of the bilateral insula is reported as among

the regionsmost frequently activated in brain imaging studies

(Nelson et al., 2010), and recent meta-analyses confirmed the

involvement of this region in a large variety of tasks targeting

higher-level cognition (Cauda et al., 2012; Chang, Yarkoni,

Khaw, & Sanfey, 2013). More specifically, the SGFpm and

FrOp/aIns are part of a cingulo-opercular control network

responsible of maintaining task-dependent cognitive sets

across multiple trials (Dosenbach et al., 2006; Power &

Petersen, 2013). The cingulo-opercular network is also

considered a “salience” network (Seeley et al., 2007) that pro-

duces reliable error-related signals (Dosenbach et al., 2006)

and is implicated in the conscious perception of errors

(Ullsperger, Harsay, Wessel, & Ridderinkhof, 2010).

The bilateral pMFG region whose activity differentiated

between pair types is in close proximity to the right-

hemispheric clusters implicated in the analysis of identity

and low-level structure by previous studies on the cortical

processing of speaker identity (Andics et al., 2010; Latinus

et al., 2011; Von Kriegstein & Giraud, 2006). This region is

part of a fronto-parietal control network (Dosenbach et al.,

2006; Power & Petersen, 2013). The fronto-parietal network is

thought to control task sets at shorter time-scales than the

cingulo-opercular network (Dosenbach, Fair, Cohen,

Schlaggar, & Petersen, 2008), i.e., it is involved in the adjust-

ment of task sets on a trial-to-trial basis, and is less likely

involved in error-related processes because it shows less

reliable error-related signals (Dosenbach et al., 2006). The

fronto-parietal network is also hypothesized to be involved in

top-down attentional control (Seeley et al., 2007). Not in

contrast with the network model of executive control, for this

frontal region the competing cascade model assumes a con-

trol process that relies on short-term contextual information

(Koechlin & Summerfield, 2007).

The influence of pair type on the activation levels in all of

these regions was explained by reaction time. Consistently,

for all of these areas Yarkoni, Barch, Gray, Conturo, and Braver

(2009) observed a significant increase of activation levels with

RT. Our current understanding of executive control in the

frontal lobe appears to support the hypothesis that the dif-

ferential activity for pair type was a performance effect in

SFGpm and FrOp/aIns, but not in pMFG. However, the data for

Experiment 2 alone are not conclusive to this purpose. Inter-

estingly, a recent meta-analysis of brain-imaging studies of

working-memory reveals that regions in close proximity to

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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the left SFGpm and pMFG clusters observed in this study are

part of a “core” working memory network engaged by a wide

variety of tasks and contents (Rottschy et al., 2012). Both of

these regions are the only ones that, in our study, were

characterized by significantly higher levels of activation for

different sound/different source pairs than for different

sound/same source pairs. In other words, whereas all of the

regions influenced by pair type demonstrated significant

activity-suppression effect associated with the repetition of

the same sound, only these two regions where characterized

by a significant adaptation effect for the repetition of source

identity.

4.3. Automatic domain-general processing of source
identity in the left posterior middle frontal gyrus

A region in the left pMFG showed suppressed activity for the

repetition of source identities during passive listening, and

adapted to the repetition of source identities during the

explicit identity-discrimination task. All of these repetition

effects were not modulated by sound category, and were

accounted for by the higher low-level dissimilarity of

different-identity sounds than for same-identity sounds.

The pMFG is considered to implement control processes

that operate at short time scales (Dosenbach et al., 2006;

Koechlin & Summerfield, 2007; Power & Petersen, 2013). The

presence of significant identity-adaptation effects in this area

during both passive listening and explicit identity discrimi-

nation suggests that the identity-adaptation effects observed

during the explicit task are not a mere performance effect

related to the processing error signals, but are instead indic-

ative of neural processes involved in the processing of identity

information. This view is consistent with the observation that

the fronto-parietal control network is characterized by less

reliable error signals than regions in the cingulo-opercular

network (Dosenbach et al., 2006), from which error signals

are thought to originate to mark errors as salient cognitive

events (Ullsperger et al., 2010). Conversely, the same

anatomical overlap of fMRI effects during passive listening

and explicit identity discrimination suggests that during

passive listening the pMFG was not merely adapting to the

repetition of low-level patterns, but to the repetition of source

identities. The intriguing implication of this interpretation is

that listeners process identity information automatically

when hearing sequences of natural sounds, a setting rather

frequent outside the laboratory. Automatic comparisons of

source identities is also evocative of the functional interpre-

tation of stream segregation processes, thought to aid the

grouping of subsequent bits of auditory information gener-

ated by the same sound source (Bregman, 1990).

All of the identity-repetition effects in this region were

explained by dissimilarity in low-level structure: sound se-

quences/pairs whose low-level structure was highly dissim-

ilar activated more strongly the pMFG. Interestingly,

empirical evidence suggests that the pMFG or regions in close

proximity is particularly sensitive to working memory load

(Rottschy et al., 2012), and, in particular, that it is dedicated to

updating working memory contents during exposure to

widely different stimuli (Nee et al., 2012; Roth, Serences, &

Courtney, 2006). This empirical evidence thus suggests that
for this prefrontal region, hearing sequences of different-

identity sounds, characterized by a widely diverse low-level

structure, leads to the update of larger amounts of working

memory information, whereas the repetition of identities or

the presentation of sounds with a similar low-level structure

does not require a complete refresh of working memory

storage.

The observation of adaptation to low-level structure in the

pMFG is an interesting addition to the debate on the repre-

sentational architecture of the final projections of the ventral

auditory stream to the frontal cortex (Rauschecker & Scott,

2009). The failure of STRF decompositions of the auditory

stimulus at accounting for neural activity in the vLPFC of

Rhesus macaques has, for example, been considered as evi-

dence of abstract processing of auditory objects in the frontal

lobe, independent of low-level structure (Cohen et al., 2007).

It should be initially noted that the STRF model is substan-

tially different than the model adopted in this study to

characterize the low-level structure of the auditory stimuli.

Whereas the former is in essence a decomposition of the

sound signal into independent spectrotemporal molecules,

our model targets a higher representational level because it

considers the statistics of time-varying measures of sensory

dimensions such as loudness or pitch. To a very rough

approximation, dimensions of auditory sensation are them-

selves global statistics of molecular sound decompositions.

For example, loudness is quite simply the sum of the energy

output from different spectral filters. Such statistics of the

sound structure guide the perception of natural sounds (Gygi,

Kidd, & Watson, 2007; McDermott & Simoncelli, 2011), the

recognition of the properties of sound sources (Giordano &

McAdams, 2006; Giordano et al., 2010), and the cortical rep-

resentation of natural sounds (Giordano et al., 2013). An

important distinction is however necessary when consid-

ering a low-level account of sound processing in the frontal

cortex, that between processors, such as the cortical mech-

anisms for the computation of low-level features, and con-

trollers, mechanisms that influence processor operations

based on top-down projections (Power & Petersen, 2013). It is

thus unlikely that the pMFG is involved in the computation of

low-level features: the very same low-level features consid-

ered in this study are indeed likely computed in non-frontal

regions such as the temporal cortex (Giordano et al., 2013).

More plausible is instead that the pMFG brings together the

output of low-level processes in order to aid more complex

computations such as the discrimination of the identity of

sound sources, whose properties are indeed lawfully re-

flected in the acoustics of the signals they generate (Fletcher

& Rossing, 1991).

4.4. Category sensitivity in the bilateral temporal cortex

Consistently with our knowledge of the encoding of natural

sound categories in the cortex, activation levels in large ex-

tents of the bilateral STG extending both posterior and ante-

rior to A1 were modulated by the category of the sound

sequences. Overall, these cortical-sensitivity effects appeared

to be independent of the low-level dissimilarity of sounds

within the same sequence. This result maps the weak to non-

significant effects of category on within-sequence low-level

http://dx.doi.org/10.1016/j.cortex.2014.06.005
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dissimilarity in both experiments. Based on previous studies

of the relationship between cortical encoding of sound cate-

gories and low-level structure (Giordano et al., 2013; Leaver &

Rauschecker, 2010), part of the category-sensitivity effects

observed in our study was likely a product of low-level

structure across sound sequences, where category member-

ship varied only across and not within sequences. Overall, in

this study we replicate the known sensitivity of the temporal-

cortex components of the ventral auditory stream to sound-

category information.

All of the identity-adaptation effects revealed in this study

were independent of the category-membership of the sound

stimuli, i.e., were not modulated by whether sounds were

human vocalizations, or musical-instrument tones, or non-

speech non-music environmental sounds. Brain-imaging

studies of humans reveal that high-level category informa-

tion is represented selectively, and independent of low-level

structure, in the temporal cortex but not in the frontal lobes

(Giordano et al., 2013; Leaver & Rauschecker, 2010). Our result

thus suggests that the process of identifying sound sources is

robust to variations in high-level abstract information. The

hypothesis of robust cortical processing of sound source

identities is also consistent with its task independence in this

study, and is supported by the observation of task- and

content-independent control and working-memory processes

in the pMFG (Power& Petersen, 2013; Rottschy et al., 2012). It is

thus reasonable to hypothesize that the extraction of

auditory-object “what” information as complex as source

identity does not stop in the ventral frontal cortex, but also

takes advantage of the domain- and task-general executive-

control machinery implemented in more dorsal aspects of the

frontal lobes.
5. Conclusions

We investigated the cortical processing of the identity of

speech- and non-speech sound sources. During both a

passive-listening and explicit identity-discrimination task,

identity repetitions led to reductions of activity in the left

pMFG. This region is known for implementing domain-

general executive-control functions that operate at short

timescales, and working memory processes. Consistently,

the cortical adaptation to source identities appeared to be

independent of high-level sound-category information, i.e., it

showed traits of domain-generality. All of the identity-

adaptation effects were explained by the dissimilarity of

the low-level sound structure: different sound sources ten-

ded to produce dissimilar sounds, and cortical activity was

enhanced during the presentation of sounds with a dissimi-

lar low-level structure. The pMFG thus appears to exploit

domain-general mechanisms that rely on low-level sound

structure when solving complex ecological problems such as

the extraction of source-identity information. The presence

of cortical effects of sound identity during both passive

listening and explicit identity comparison also suggests that

when exposed to sequences of natural sounds, a frequent

event during everyday life, the cortex automatically engages

in processes devoted to the extraction of the identity of

sound sources.
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