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Abstract

This paper points out the strong didactic potential of an experiment originally intended for

electron source research. Using a dual stage micro-channel plate in a low-energy electron point

projection microscope, electrons are spatially detected one by one. Field electron emission affords

wide-ranging intensity enabling the electron charge to be determined by comparing counting and

analog measurements. The same setup is used to illustrate buildup of an interference pattern from

separate low-energy electron detection, thereby enabling the Planck constant to be determined.

Both granular and continuous signals are directly observable in this educational approach.
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I. INTRODUCTION

Physics students obtain an understanding of electrons as particles through didactic

experiments1–3. Examples include measuring the ratio (q/m) between the charge and the

mass of the electron to confirm students’ physical representation of electrons. When a

Millikan experiment4–7 or shot noise analysis8,9,16 is added, they are also able to measure

the electron’s charge alone. While these experiments are very useful to confirm the particle

behavior of the electron, they are necessarily based on the collective response because there

is no individual signal from a single electron.

Electron diffraction experiments10,12–15 allow students to approach wave mechanics too.

There is even a ready-made experimental setup available from a well-known educational

company19. In recent years, the particle-wave duality of matter17,18, and especially of elec-

trons, was illustrated in different experiments based on the 1963 thought experiment of

Richard Feynman20. Carried out on a variety of particles (high energy electrons21,22, low

energy electrons23,24, photons25–27), these Feynman experiments are, however, too complex

and costly for educational use.

Here, we use a low-energy electron point projection microscope28–31 to independently

determine certain particle and wave characteristics of the electron. First, its charge is deter-

mined by concurrently using an analog measurement method and a counting measurement

method. Its mass can therefore be determined through the deflection in an electric or mag-

netic field. Then, its particle-wave behavior is observed and measured via the single-electron

buildup of an interference pattern. This offers an experimental illustration of the de Broglie

law, and the Planck constant can be deduced from these three measurements. In addition,

the experiment allows students to directly observe the electron’s ability to probe matter.

The granularity of electrons is observable and measurable only if the emission process

gives access to several orders of magnitude of electron intensity. Field electron emission

meets this condition, offering access to several orders of magnitude of emitted intensity

described through the Fowler-Nordheim equation (1)32.

I = A(Φ).F 2.exp(−6.49× 109
Φ

3

2

F
) (1)

with A(Φ), a pre-factor depending on the work function Φ, and F , the electric field

applied to the emitter that is given by: F = V
β.r

for a metal tip of end-radius r supplied to

2



the voltage V in front of a mass-connected extractor. β is a geometric pre-factor. In the case

of a plane emitter/extractor setup, this electric field is simply F = V
d
, with d the distance

between the emitter and the extractor. In practice, a decreasing linear plot ln I
V 2 versus ( 1

V
)

is the signature of a field emission process. In this experiment, linearity is observed for 10

orders of magnitude.

II. EXPERIMENTAL SETUP

The experiment uses a low-energy electron point projection microscope33,34 which pro-

duces geometric projection shadows and in-line holograms of an object. This object needs

to be partially opened in order to obtain a reference beam (Fig. 1). Here, the electron source

relies on a field emission process. The source consists of a celadonite insulating crystal placed

at the apex of a carbon wire35. The intensity is measured using a picoammeter (Keithley

485) floating between the power supply and the source. The object used here is a lacey

carbon film (AGS166-3H from AgarScientific): a copper grid covered by a random-holed

carbon layer. It is grounded. To increase microscope magnification, the grounded object

is moved towards the source (from 2.5 cm to 100 nm) with a piezoelectric actuator (MS30

from Mechonics). This piezoelectric actuator is mounted on the same mechanical system as

the source. Rotation of the system makes it possible to turn the beam towards the detector.

A dual stage micro-channel plate fluorescent screen assembly (F2225-21P from Hamamatsu)

detects single low-energy electrons from 10 to 1000 eV. We recently showed that in counting

mode, this apparatus enhances the resolution of a low-energy electron microscope36. In the

present experiment, this mode is used both to determine the electron charge and to show

the particle-wave duality. This detector is placed 86 cm away from the source. Images and

films of the fluorescent screen are recorded using a cooled CCD camera (Model C4742-95

from Hamamatsu). Here, a counting mode record is directly obtained from the integrated

software HiPic from Hamamatsu: the stain produced by the impact of one electron is re-

duced to one pixel, and each impact counts as 1.

In this experiment, electron energy is directly determined by the emission voltage Ve. The

emission process being a Fowler-Nordheim type, intensity increases exponentially with volt-

age.
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FIG. 1. Low-energy electron microscope. A field emission source, biased to some Ve = −100 V

through a picoammeter, illuminates a lacey carbon film. The physical shadow of the film is observed

on a dual stage micro-channel plate fluorescent screen assembly. Example of electron velocities are

given for Ve = −1000 V and Ie = 1 µA.

For teaching purposes, two adjustments to this experiment setup can be envisaged:

• First, the source could be changed, employing a tungsten tip field emitter or any field

electron emitter. However, the advantage of using a celadonite source is that the

pressure can be 3 orders of magnitude higher, up to about 10−6 mbar , than with a

tungsten tip.

• Second, a cheaper camera could be used and the counting mode treatment performed

with a free external plugin like QuickPalm37. However, this would mean recording and

treating every single event’s analog image, which would require significantly increased

computer memory, from 225Mo to 3Go.
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III. ELECTRON CHARGE MEASUREMENT

To perform the electron charge measurement, the shadow of the lacey carbon film is

recorded both in analog and in counting mode (Fig. 2) thanks to the greatly increased

electron velocity in the circuit. The velocity of electrons after the grounded object in the

experiment is given by the emission voltage as: v =
√

2eVe

me
∼ 107 m.s−1 with me the electron

mass and e, the electron charge. Electrons are detectable one by one as they hit the detector

with a high enough energy (or momentum). The electron charge is first determined from

measurements at a given emitted current, i.e. at a given voltage Ve. Then measurements for

different Ve are plotted via a Fowler-Nordheim plot for statistical analysis leading to more

precise determination of the electron charge.

A. Measurements at a given voltage

The electrical intensity is the emitted charge q in a time t:

Ie =
q

t
=

Nee

t
(2)

with Ne the number of emitted electrons in a time t and e the electron charge.

To enable the electrons to be counted, the measurement has to be performed at very low

intensity, as low as 1 pA. This is possible with our setup, since only a fraction of the

electron beam is detected. To determine the electron charge from Eq. 2, we apply the

following procedure:

• First, determine the analog emitted intensity (Ie);

• Second, count the detected hits(nd);

• Third, determine the ratio of detected hits (nd) to emitted electrons (Ne), which gives

the number of electrons emitted.

1. Determining analog emitted intensity

As its name implies, the picoammeter cannot measure intensity below picoamps, which is

why the first step is required. We exploit the fact that, in continuous mode, analog intensity
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Ie is related to gray level gl(t) of the image of an illuminated part of the detector for exposure

time t.

For example, here (Fig. 2a), the intensity measured for Ve = −440 V corresponds to

Ie = I440 = 10 pA, the average gray level measured on the illuminated part on Fig.2a is

gl440 = 2030 for an image composed of 10 frames of 10 s (t440 = 100 s) and a channel plate

applied voltage of about 1.2 kV. Thus, the analog calibration of the gray level for this

channel plate amplification is:

Ie =
gl

t
×

t440

gl440
× I440 (3)

The following factors require particular attention:

• image noise: each image needs to be corrected with a long exposure time noise image,

• image saturation: amplification of the channel plate and frame time need to be tuned

to prevent saturation,

• channel plate amplification: if the amplification is changed, recalibration of Eq. 3 is

required, using measurements made before and after the change,

• area used to find the gl on each image (size of rectangles in Fig. 2), which has to be

virtually identical between any two measurements.

2. Counting detected hits

For low intensity 10−3 < Ie < 10−1 pA an image can be recorded in analog mode and in

counting mode in the highest-intensity region detected. For Ve = −350V , Fig. 2b gives an

analog intensity deduced from gray level analysis of about I350V = (3.51± 0.05)× 10−3 pA.

Fig. 2c, the counting mode image for an exposure time t = 555 sec, gives an average num-

ber of hits nd = 19.4 hits/pxl. Because the number of hits in the shadow of the grid should

be null, the signal-to-noise ratio (S/N) is measured directly on the image. (S/N) is the

ratio between the gray level in the illuminated part and in the shadow of the grid. In

Fig.2c (S/N) = 500 and in Fig. 2d (S/N) = 10. Fig. 2d shows the lowest signal-to-

noise ratio measured in this work, with the uncertainty on the number of detected hits

nd = (0.060± 0.006) hits/pxl.
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FIG. 2. Depending on electron detection, continuous intensity or granularity of electrons are

illustrated (a) For a few picoamps, picoammeter and gray level detection are required; gray level

gives the intensity calibration; (b) For a few femtoamps, analog intensity is measured through the

gray level when (c) the counting mode gives the number of detected hits; (d) For a few attoamps,

the number of detected hits is given for the highest-intensity zone. Measurements are performed

in rectangles.

3. Determining ratio of detected hits to emitted electrons

To determine this ratio, we need to know the angular distribution of emission and the

electron detection efficiency of the detector.

The electron’s angular distribution in the cone angle is measured by rotating the source/sample

assembly with respect to the detector. It is here assumed that the solid angle is the same

whatever the emission voltage. Fig.3 shows 3 meshes of the copper grid (900 pixels). The

shadow actually extends along 12 meshes, but the detector is not large enough to detect the

entire angular distribution. On the accessible signal, intensity is almost normally distributed

(plot in in Fig.3b) with a standard deviation σ = (300± 50) pxls, determined by fitting the

experimental curve. Assuming that the intensity distribution is isotropic, the emission area

in the plane of the detector is obtained by integrating the normal distribution determined

over the area, S = 2πσ2. However, this yields major uncertainty:

S = (6± 2)× 105 pxls
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The manufacturer of the channel-plate specifies 60% for the open area ratio, with a detection

efficiency η that varies from 50 to 85% depending on the electron energy, open area ratio

and electron angle incidence38. This means that the actual number of electrons is about

(1.4± 0.4) times the number of hits. Therefore, the number of emitted electrons is given

by:

Ne = 1.4× S × nd (4)

with nd the number of detected hits per pixel measured at the highest signal intensity and

S the emission area in pixels.

FIG. 3. Measurement of the intensity distribution in the cone angle (a) counting mode imaging

of the sample shadow (V = −360 V, I = 0.012 pA); (b) in blue: intensity profile along the white

rectangle in (a) and in red: normal distribution with a standard deviation σ = (300± 50) pxls.

From this direct analysis of the data obtained in the above three steps, the electron charge

was here determined at Ve = −350 V:

e =
Ie

1.4×S×nd

t

=
3.51× 10−3

× 10−12

1.4×6×105×19.4
555

= 1.2× 10−19 C (5)

Given the accumulation of uncertainties here, this result is highly satisfactory:

• the pre-factor in analog mode is determined for each amplification change;

• the distribution in the detector plane is approximated to a normal law and is not mea-

sured everywhere (which would be possible with a more precise angular distribution
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measurement);

• the number of detected hits depends on the threshold used. For example, with Fig.2d

at Ve = −300 V, the highest-intensity region is still visible but the signal-to-noise

ratio is clearly lower than in other cases ((S/N) = 10). If the threshold used for the

counting mode is too low, false hits are detected; if it is too high, hits are lost. For

the highest-intensity measurements, the threshold is fixed with reference to the gray

level distribution without a signal: the threshold is fixed at the upper limit of this

measurement, giving a signal-to-noise ratio of up to 4000. For the lowest-intensity

measurements, the threshold is fixed so as to obtain a signal-to-noise ratio of about

10.

We then used this method to perform electron charge measurement for different power

supplies. The values in Tab.I clearly illustrate the accumulated errors: for the highest

intensity levels measured (about 0.1 pA), the number of detected hits seems overestimated

and for the lowest intensity levels (under 0.0001 pA), the number of hits is underestimated.

This is due in one case to false hits and in the other case to the poor signal-to-noise ratio.

To obtain a more representative value, measurements were performed subsequently over a

large voltage range.

TABLE I. Measurements for t = 555 sec and corresponding calculated electron charge for 3 power

supply conditions

Ve (V) −330 −350 −400

Ie (pA) 4.7× 10−4 3.51× 10−3 3.8147× 10−1

nd (hits/pxl) 1.4 19.4 3336.4

e (C) 2.2× 10−19 1.2× 10−19 0.8× 10−19

B. Measurements over a large voltage range

The objective here was to provide more robust results by decreasing uncertainty on analog

and counting measurements. These measurements are not defined by their actual value but

rather by their value on the Fowler-Nordheim fit obtained in each mode. A statistical study
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was performed over a large intensity range. Fig.4a is the I(1/V ) semi-log plot in analog

mode and (Ne/t)(1/V ) in counting mode with Ne

t
= 1.4×S×nd

t
. Right (Ne/t) and left (Ie)

scales have the same magnitude and we can pass from one to the other by multiplying the

right scale by the charge of the electron. To determine this charge in Fig.4b, the right scale

is shifted so that the data fits from analog and counting modes are perfectly aligned. Here,

the different experimental data fitted with the same slope, V0 = −5461 V, and gave an R

squared of about 98%. Note that the actual measurements at −330 V, −350 V, −400 V in

analog and in counting modes are not exactly on their respective fits. The emitted intensity

is now directly comparable to the electron emission rate (i.e. 10−6 pA = e× 8 e−/s). From

this procedure, the electron charge is found to be e = 1.3× 10−19 C.

FIG. 4. (a) Black and green dots: Intensity versus inverse voltage for analog measurements (pi-

coammeter and gray level measurements); Orange: electron emission rate deduced from counting

mode imaging; (b) Alignment of data fits from picoammeter, analog mode and counting mode mea-

surements; these fits are exponential decays with a constant of V0 = −5461 V; blue circles: single

measurements at Ve = −330 V,−350 V and−400 V; (c) Fowler-Nordheim plot observable below 10

orders of magnitude using the full dataset.

Clearly, here, the error that most impacts electron charge measurements is the error on the

angular distribution of electron emission and on dual micro-channel plate efficiency. Given

the uncertainties on these values, the calculated uncertainty on the determined electron

charge is particularly large. Thus, the electron charge found here is:

e = (1.3± 0.8)× 10−19 C
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To approach the actual SI base units e = 1.602× 10−19 C, channel-plate efficiency should

be clarified and angular distribution should be measured more precisely. One way of doing

this would be to place the detector closer to the source, enabling the whole signal to be

measured.

Note that the Fowler-Nordheim curve for these intensity measurements plotted in Fig.4c

confirms the process involved here as field electron emission. For the highest intensities

(Ie > 1 µA), the plot changes and shows a level of saturation previously observed for this

kind of source35. Field emission is observed for more than 10 orders of magnitude.

IV. DETERMINING PLANCK CONSTANT

The electron charge was measured with the object far away from the source and a mini-

mum emission voltage of−300 V to obtain a reasonable signal-to-noise ratio. At this voltage,

the average electron emission rate is 100 electrons per second. The velocity of electrons after

the grounded object is about v = 107 m.s−1. The experimental apparatus being almost one

meter long, electrons are in the experiment for about 0.1 µs. Although the source is not yet

known to be a single electron source, it is possible to perform a kind of Feynman thought

experiment involving particle-by-particle double slit interference pattern recording.

To perform such a double slit experiment, two “virtual sources” can be obtained by using

an electrostatic biprism11. In the lacey carbon film, some carbon filaments are very small

and a cylindrical attractive field often appears surrounding them. This results either from

the electrostatic influence of the source when the hole around the filament is large compared

to the source-to-filament distance, or from positive charging under the electron beam when

the secondary electron coefficient is larger than 1. This field deflects the electron beam

which, after crossing the object, seems to come from two virtual sources placed in the real

source plane29(Fig.5a).

For example, the interference pattern shown in Fig.6 was obtained for a source-object

distance d = (19± 1) µm and the filament observed had a diameter about φ = (118± 9) nm

(see Fig.5c: the scanning electron micrograph of the lacey carbon film). The experiment is

carried out at Ve = −227 V. The electrical intensity is about 10 pA, corresponding to an

average distance l = 14 cm between 2 electrons. Images are recorded every tf = 10× 111 ms.

At this rate, an average number of 100 electrons are detected per frame on the whole
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FIG. 5. (a) Geometrical representation of the experiment where s is the real source and φ, the

biprism diameter; s1 and s2 are the “virtual sources” (b) Analog recording of the electron projection

of the biprism: interference pattern from s1 and s2 in the plane of the detector appears in w; (c)

Scanning electron microscope view of the filament used as biprism in the experiment, width about

φ = 118 nm.

FIG. 6. Interference pattern buildup. Emission voltage Ve = −227 V, source-object distance

d = 18 µm, inter-source distance a = 294 nm, object-detector distance D = 86 cm. The fringe

distance i = 0.24 mm. (a) t = 10× 111 ms; (b) t = 11× 10× 111 ms; (c) t = 21× 10× 111 ms;

(d) t = 31× 10× 111 ms; (e) t = 41× 10× 111 ms; (f) t = 51× 10× 111 ms; (g)

t = 61× 10× 111 ms; (h) t = 71× 10× 111 ms; (i) t = 81× 10× 111 ms; (j)

t = 91× 10× 111 ms; (k) t = 102× 10× 111 ms; (l) t = 112× 10× 111 ms.

detector. Fig.6 corresponds to (1.5× 1.5) mm2 on the detector; the interference pattern

appears clearly after one minute (see Fig.6g).

12



The measured distance between fringes is i = λD
a

= 0.24 mm. The inter-source distance

a, found by geometrical analysis from Fig.5a, is: a = wd+φ(d+D)
D

. Fig.5b shows a full view of

the detector and gives: w = (0.72± 0.05) mm, then a = (280± 30) nm, the object-detector

distance D = 86 cm, giving a wavelength λ = (0.08± 0.01) nm.

By using the deBroglie relationship, λ = h√
2meE

, the Planck constant is deduced from the

wavelength measurement λ = (0.08± 0.01) nm, the electron mass me = 9.31× 10−31 kg and

the electron energy E = eVe = 227 eV:

h = (6.5± 0.8)× 10−34 kg.m2.s−1

V. CONCLUSION

This paper describes an experiment originally intended for electron source research but

which has strong didactic potential. Using a low-energy electron projection microscope,

students can observe electron signals in two modes: continuous signals resembling a closed

circuit and granular signals indicating individual electrons. This second mode enables an

interference pattern buildup, which allows scope for Feynman thought experiments and mea-

surement of the Planck constant. A physical law, the Fowler-Nordheim law describing the

emission of electrons by a field effect, makes it possible via statistical treatment to enhance

the precision of charge measurement. The advantage of using a projection microscope is

that important notions like source, object, imaging, magnification become easily accessible

to any student using a simple light point source. Such experiments also provide opportuni-

ties to raise more subtle questions, like the role of the detection process in image formation,

the trajectory of a particle or the diffraction of a wave. This experiment is used in high-

level university courses like masters’ degrees in physics, as well as in vocational training

for secondary school teachers. A teachers’ group is already using experimental data from

this training to prepare movies for young students in France, where particle-wave duality

concepts are on the secondary school curriculum.
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