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Abstract. This paper deals with the modelling of living fuel ignition, suggesting that an accurate description using a
multiphase formulation requires consideration of a thermal disequilibriumwithin the vegetation particle, between the solid

(wood) and the liquid (sap). A simple model at particle scale is studied to evaluate the flux distribution between phases in
order to split the net flux on the particles into the two sub-phases. An analytical solution for the split function is obtained
from this model and is implemented in ForestFireFOAM, a computational fluid dynamics (CFD) solver dedicated to
vegetation fire simulations, based on FireFOAM. Using this multiphase formulation, simulations are run and compared

with existing data on living fuel flammability. The following aspects were considered: fuel surface temperature, ignition,
flaming combustion time, mean and peak heat release rate (HRR). Acceptable results were obtained, suggesting that the
thermal equilibrium might not be an acceptable assumption to properly model ignition of living fuel.

Introduction

Detailed studies on ignition and combustion of wildland fuel led
to the development of multiphase formulations to precisely

describe the behaviour of fuels during fire propagation (Grishin
1997; Larini et al. 1998; Morvan and Dupuy 2001; Séro-
Guillaume and Margerit 2002; Mell et al. 2009). These models
include a full description of fuel degradation, along with a low-

Mach number formulation to represent the flow behaviour. They
have demonstrated their ability to properly describe fire prop-
agation on dead fuel (Grishin 1997; Larini et al. 1998; Morvan

and Dupuy 2001;Mell et al. 2009) and their ability to accurately
predict heat release rate (HRR) of dead fuel at medium scale
(Mell et al. 2009), ignition time, mass loss and HRR at small

scale (El Houssami et al. 2016). However, these models are
unable to properly predict behaviour of living fuel (Pickett et al.
2010). Indeed, as pointed out by Pickett et al. (2010) and
McAllister et al. (2012), large temperature gradients are

observedwithin fuel particles, with a plateau at,200–3008C for
the particle surface temperature and a plateau at,1408C for the
core temperature, during evaporation (Pickett et al. 2010). This

behaviour, specific to living fuel, cannot be accounted for using
a classical multiphase formulation as in Grishin (1997), Larini
et al. (1998), Morvan and Dupuy (2001), Séro-Guillaume and

Margerit (2002), Mell et al. (2009) and El Houssami et al.
(2016), because the thermal equilibrium assumption (between
the solid and the liquid comprising the fuel particles) and the

classical degradation models lead to a plateau at 1008C for the
particle temperature. Moreover, the work of Mell et al. (2009)
does not show comparison between experimental results and
numerical simulations for a fuel moisture content (FMC) value

higher than 49%, suggesting that this model requires further
investigation for high FMC. Finally, as discussed in El Hous-
sami (2016), the classical multiphase formulation can properly

predict ignition time, mass loss and HRR of forest fuel such as
pitch pine needles in the configuration of the FM Global Fire
Propagation Apparatus (FPA), as long as the initial FMC is
lower than 50%; however, it fails to properly predict behaviour

for higher initial FMC. For FMC higher than 100%, error on
ignition time becomes greater than 100%, error on flaming
combustion time becomes greater than 50% and errors on peak

and mean HRR become greater than 60%; Such huge errors
highlight that the classical multiphase model cannot predict
flammability properties of living fuels, which often exhibit

FMC greater than 100%, at least in the FPA configuration. That
is the reason why the multiphase formulation has to be adapted
in order to handle high initial FMC, as observed in the case of
living fuel. In a recent article by Anand et al. (2017), the authors

tackled the problem of living fuel by separately considering free
and bound water. Bound water was introduced to the multiphase
model, for which thermokinetic evaporation parameters are

considered to be higher than for free water, leading to a higher
value of the solid phase temperature during the evaporation of
this part of water contained in vegetation. In this study, we

propose to adapt the multiphase formulation for living fuel,
suggesting a disequilibrium between the solid and the liquid
phaseswithin the fuel particles. This assumption is suggested for

the following reasons:

� Solid particles can exhibit temperature above 1008C, up to
200–3008C while still containing water.
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� The large amount of free water in living fuel, contained in the
fuel particle core, is not dispersed in the particles and is rather
isolated (Simpson and TenWolde 1999), suggesting that these
two phases could be out of equilibrium.

� According to Pickett et al. (2010), the 1408C plateau inside
the particles could correspond to sap evaporation. Therefore
the particles show an inner temperature approximately equal

to evaporation temperature, while the surface temperature is
much higher. This observation suggests that sap could be
approximated as water, with a slightly higher evaporation

temperature.

In order to evaluate this disequilibrium,we study a simplified

living particle ignition configuration, at particle scale, as shown
in Fig. 1. This configuration considers a solid film over a liquid
at constant (evaporation) temperature. The solid film is heated

by radiation and cooled by convection on the front side, whereas
on the rear side exchange is a convective flux with the liquid
under it. The problem is then reduced to a one-dimensional

finite-depth heat diffusion problem, as suggested in the classical
ignition theory presented in Torero (2008), applied to vegetation
in Torero and Simeoni (2010) and adapted to finite depth solids
(Lamorlette and Candelier 2015), in order to evaluate the

amount of heat actually reaching the liquid phase during the
heating process leading to ignition. The present study provides
insight on the flux distribution between phases.

The mathematical formulation is then implemented in For-
estFireFOAM (El Houssami et al. 2016) and simulations are run
to compare particle temperature before ignition with the results

of Pickett et al. (2010). Indeed, classical multiphase models

usually provide solid temperature evolution with a 1008C
plateau during evaporation. Therefore, temperature estimations
from the disequilibrium model will be qualitatively analysed.

Then, as an attempt to validate the model, numerical predictions
of ignition time and HRR will be compared to experimental
results using pitch pine needle bed Thomas (2016). These

needles exhibit very high fuel moisture content, suggesting that
they are still alive. This choice has been made based on the
results of El Houssami (2016), which show that only experi-

ments conducted with an initial FMC higher than 50%would be
relevant to validate the model presented here, since the classical
equilibrium model has been proved to be legitimate for lower
initial FMC. Also, these experimental results have been chosen

based on our previous studies. Indeed, as shown in El Houssami
(2016) and El Houssami et al. (2016), the FPA configuration
simulations using ForestFireFOAM can be considered as vali-

dated on dead pitch pine needle bed, hence experiments in the
FPA with living pitch pine needles seem the best candidate to
validate the model presented here. In our study, prediction of

ignition time, flaming time and HRR time evolution are com-
pared with a set of two experiments on live fuel with an initial
FMC equal to 110%. Additionally, results are compared with

experimental correlations developed in Thomas (2016) on
ignition time and peak HRR as a function of initial FMC in
the range 70–150%.

This present paper is organised as follows: the ‘Finite-depth

conduction problem’ section is dedicated to the one-dimensional
finite-depth heat diffusion problem where an analytical
solution is provided. An expression for the ratio of the heat

reaching the liquid phase over the heat reaching the solid during
the ignition process is obtained. The ‘Implementing the flux
ratio in a multiphase formulation’ section describes the imple-

mentation of the previous solution in a multiphase formulation.
Modification of the classical multiphase formulation are pre-
sented below. The ‘Comparison between experiments and
numerical simulations’ section presents a numerical study and

its comparison with experimental results on the following
aspects: particle outer temperature plateau, ignition time, flam-
ing time, HRR, peak HRR and average HRR during flaming

combustion. Unfortunately, mass loss and temperature were not
measured in this configuration. Nevertheless, as shown in El
Houssami et al. (2016), mass loss and HRR in multiphase

simulations are rather correlated, hence HRR and ignition time
comparisons seem sufficient to evaluate, at least partially, the
proposed approach. Indeed, ignition time is representative of the

fuel behaviour during the local heating and evaporating phases
leading to ignition so it is an acceptable indicator of the fuel
behaviour regarding its moisture content, before ignition. Then
HRR gives an acceptable insight on the fuel behaviour after

ignition, according to the correlation observed in El Houssami
et al. (2016) between HRR and mass loss. Finally, conclusions
on the thermal disequilibrium are drawn based on the previous

comparison between experimental results and numerical
simulations.

Finite-depth conduction problem

In order to evaluate the flux distribution between the natural

polymers comprising the solid phase (referred to as ‘wood’ in

T∞
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Fig. 1. Sketch of the problem.
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the rest of the article) and sap within a vegetation particle, the
problem is modelled in its simpler form, that is, without con-
sidering any topological effect due to the particle geometry.

Hence, the conduction problem is solved in Cartesian coordi-
nates, using a simple model for the solid film. Therefore the
following assumptions are suggested: the film shrinkage that

could occur during the heating phase before ignition is neglec-
ted, the solid contact with evaporating sap is modelled using a
mixed boundary condition and the char layer that could form just

before ignition occurs is considered small enough to always be
at steady-state so that heat transfer within this layer does not
influence the model. These assumptions will be discussed in this
article. Furthermore, it is proposed that water vapourwill be able

to flow out of the particles through small cracks, without
changing the pressure inside the particles (hence the evaporation
temperature) nor affecting the temperature profile in the solid.

This aspect is supported by observations of Pickett et al. (2010)
about the 1408C plateau inside the particles. In contrast, the
work of McAllister et al. (2012) suggests otherwise, that large

pressure gradients are responsible for cracks in particles. In our
study, the authors consider that these pressure gradients do not
last in time and occur only during the crack formation. Hence,

when the vapour leaves the particles, the process occurs at
constant pressure that is in accordance with a temperature pla-
teau inside the particles, as observed by Pickett et al. (2010).
Both phases are considered at equilibrium before evaporation

begins, so that the initial temperature of the solid phase is con-
sidered homogeneous and equal to the evaporation temperature.
This approach follows the methodology developed within the

frame of the classical ignition theory presented in Torero (2008),
applied to vegetation in Torero and Simeoni (2010) and adapted
to finite depth solid in Lamorlette and Candelier (2015). The

same assumptions and mixed radiative boundary conditions are
chosen. Indeed, the solution accuracy of the classical ignition
theory on ignition timeprediction (see, for example, Torero 2008)
suggests that such a model, with its underlying assumptions and

boundary conditions, is representative of a realistic ignition set-
up. Hence any in-depth radiation effect in the solid film is also
neglected. The assumptions of the classical ignition theory are

detailed below (for a thorough discussion on these assumption
relevancy, see Torero 2008):

� the solid is considered as being inert until ignition,
� ignition occurs when the surface solid temperature reaches

ignition temperature,

� radiant heating (without in-depth effects) and convective
cooling are considered on the exposed (front) face of the solid,

� convective cooling is considered at the rear face of the solid,

and
� constant, time-averaged parameters are considered (conduc-

tivity, density, specific heat and total heat transfer coefficient).

Solving the conduction problem

A one-dimensional inert solid material of depth L is considered
with one side exposed to an incoming heat flux f(t), as repre-
sented in Fig. 1. The heat conduction equation is now expressed

for the solid target, introducing:

yðx; tÞ ¼ ðTðx; tÞ � T1Þ =T1

where T(x,t) is the solid temperature, TN is the temperature of
the surrounding air, Tvap is the evaporation temperature and the
initial temperature so that yvap¼ (Tvap – TN) / TN and Tig is the

solid (wood) ignition temperature; l is the solid (wood) heat
conductivity, rw is its density, Cpw is its specific heat and h is a
total heat transfer coefficient. The following quantities are

suggested to normalise equations:

Bi ¼ hL

l
ð1Þ

F ¼ fL
lT1

ð2Þ

t� ¼ tl
rwCpwL

2
; x� ¼ x

L
ð3Þ

The dimensionless heat diffusion problem thus reads (super-
script asterisks are removed for clarity):

@yðx; tÞ
@t

¼ @2yðx; tÞ
@x2

ð4Þ

with the following boundary conditions:

� @yðx; tÞ
@x

¼ F� Biyðx; tÞ; x ¼ 0 ð5Þ

� @yðx; tÞ
@x

¼ Bi½yðx; tÞ � yvap�; x ¼ 1 ð6Þ

yðx; 0Þ ¼ yvap; 8x ð7Þ

Eqns 5 and 6 are similar to the boundary conditions used in the
classical ignition theory (Torero 2008 and Lamorlette and

Candelier 2015), except that temperature is set to evaporation
instead of ambient temperature tomimic the contact between the
solid and evaporating water, at x ¼ 1. A mixed boundary
condition is suggested at x¼ 1 because boiling sap under heavy

temperature gradients (as observed in Pickett et al. 2010) could
be responsible for a fluid motion under the solid film. Eqn 5 can
be considered realistic for an igniting particle configuration,

such as the one presented in Fig. 1 (according to the classical
ignition theory). However Eqn 6 ismore questionable, because a
Dirichlet boundary condition can also be applied in this config-

uration. For mathematical simplicity, the mixed boundary
condition that has been suggested is kept, as it does not influence
the effective flux distribution between wood and sap. This
aspect is discussed in the next section, after deriving the flux

distribution function.
In order to get a general solution for an arbitrary function

f(t), let us first consider the response of Eqn 4 to a sudden

constant heat fluxf(t)¼fH(t), whereH(t) is the Heaviside step
function. The classical followingmethodology is now applied to
solve these equations, according to Liukov (1968): a steady-

state solution y0 is first sought for Eqns 4 to 6, then a time-
dependent perturbation y1 is sought using separation of
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variables, with y ¼ F � (y0 1 y1) due to Eqn 4 linearity. The
problem admit the following solution:

y1 ¼ e�X 2t C1 cosXxþ C2 sinXxð Þ

Introducing y1 in Eqns 5 and 6 provides the trivial solution
C1 ¼ C2 ¼ 0 because the problem relative to the temperature
perturbation is homogeneous. Hence, the system determinant is
set to zero to obtain the only non-zero solution possible. Thus

Eqns 5 and 6 lead to the following characteristic equation,
according to Liukov (1968):

tanXn ¼ 2BiXn

X 2
n � Bi2

ð8Þ

This equation is not solved in Liukov (1968). Indeed, root

determination for this equation requires numerical means. How-
ever in the present article, the first root determination provides a
solution that is acceptable, as described later. y1 becomes:

y1 ¼
X1

n¼1

Cne
�X 2

n t cosXnxþ Bi

Xn

sinXnx

� �
ð9Þ

with F[y1(t ¼ 0) þ y0] ¼ yvap, leading to:

X1

n¼1

Cn cosXnxþ Bi

Xn

sinXnx

� �

¼ yvap
F

� Biyvap=F� 1

ðBiþ 2Þ xþ 1þ Bið1þ yvap=FÞ
BiðBiþ 2Þ

� �
ð10Þ

Orthogonality of the following function h(Xnx) has been proved
in Lamorlette and Candelier (2015), hence coefficients Cn can
be calculated:

hðXnxÞ ¼ cosXnxþ Bi

Xn

sinXnx ð11Þ

Solution y is then constructed solving numerically Eqn 8. This

solution is, however, complex to handle because of the infinite
sum. Nevertheless, a careful study of this range of application
shows that ignition is always occurring at tig. 0.5 for an ignition
temperature Tig ¼ 600 K. This observation is based on typical

values of Bi and F for particles such as pine needles, leaves or
twigs in the context of fire ignition and propagation, as in
Lamorlette and Candelier (2015) and Lamorlette (2014). Mak-

ing a comparison of the solution computedwith the first hundred
roots of Eqn 8 with a one-mode solution proves that these two
solutions arematching at t¼ 0.1. Hence, the first term of the sum

accurately describes behaviour of vegetation particles during
ignition, as long as the first root of Eqn 8 is properly estimated.
Here the valueX1 ¼

ffiffiffiffiffiffiffi
2Bi

p � ffiffiffi
2

p
Bi3=2=12 is chosen, as obtained

in Lamorlette and Candelier (2015).

Evaluating the flux distribution between the solid and the
fluid phases

Now that the conduction problem is solved, its solution is
investigated evaluating the flux received by the living fuel

particle before its ignition. The flux is split between wood and
sap resulting in separate solutions for the wood temperature
equation and for the sap temperature equation in this new

multiphase formulation. Indeed, if a disequilibrium exists
between wood and sap, the solid phase equation of the classical
multiphase formulation cannot be used anymore and two dif-

ferent equations have to be solved forwood and sap temperature.
This requires evaluating the net heat flux fractions reaching
wood and sap. According to the sketch presented in Fig. 1, the

part of the net heat flux that actually reaches the sap to turn it into
vapour before ignition is equal to:

T1
Z tig

0

l
@y

@xx¼1

dt ð12Þ

whereas the net heat flux on the solid film is equal to:

T1
Z tig

0

l
@y

@xx¼0

dt ð13Þ

Hence the ratioRF of the net surface heat flux reaching the liquid
on the net surface heat flux hitting the solid film during the

ignition process, which can be presented as a split function, can
be expressed as:

RF ¼
R tig
0

@y
@xx¼1

dt
R tig
0

@y
@xx¼0

dt
ð14Þ

Because only the first root of Eqn 8 has to be taken into account,
tig can be calculated analytically and inserted into RF, such that
RF has a fully explicit expression. This expression is not

provided in this article for clarity and also because it is
practically hazardous to implement because of its length.
Nevertheless, an accurate approximation can be obtained con-

sidering a third order series expansion in Bi and a cut-off at the
critical heat flux corresponding to the steady-state solution y0.
Hence, one gets:

RF ¼ 349F2 � 180y2vap � 420Fðyig � yvapÞ � 720yvapyig þ 900y2ig
2160F2

Bi2

þ�12619F3 � 15120Fy2vap � 22680y3vap þ 23142F2ðyig � yvapÞ
181440F3

Bi3

þ 65520Fyvapyig þ 37800y2vapyig � 50400Fy2ig � 98280yvapy
2
ig þ 83160y3ig

181440F3
Bi3

þ�2Fþ 3ðyig � yvapÞ
6F

Bi;F4Fcr;

RF ¼ 1;F � Fcr

ð15Þ

where Fcr ¼ [yig(Bi þ 2) – yvap]Bi / (Bi þ 1), yig ¼ 1.048 and
yvap ¼ 0.341, corresponding to Tig ¼ 600 K, TN ¼ 293 K. This
model is rather insensitive to Tvap in the range 393–433K, hence

it has been taken at Tvap ¼ 393 K. Indeed, according to Eqn 15,
RF is not sensitive to a realistic range of yvap. Hence, the
expression of the split function is little influenced by the rear

face boundary condition (Eqn 6), for small Bi in particular.
Therefore RF would show a very similar trend if a Dirichlet
boundary condition had been used instead of Eqn 6.
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Implementing the flux ratio in a multiphase formulation

Now that the distribution function has been evaluated, a new

multiphase formulation considering thermal disequilibrium
inside the vegetation particles is proposed. The full set of
equations is not presented here. Readers can refer to section 2 of

Morvan et al. (2009) for the general formulation (solid phase
equations, gas phase transport equations and radiation equa-
tions) and to El Houssami et al. (2016) for the sub-models (solid

phase degradation, solid–gas phase interactions, turbulence
and combustion). Only equations that aremodified are presented
in this study.

A volumetric definition of the FMC (FMCv) is suggested in

this study, opposed to the classical fuel moisture content (FMC)
definition that considers a mass ratio. Hence,

FMC ¼ FMCv

rl
rw

ð16Þ

where rl is the liquid (water) density. It allows to define the total
volumetric fraction of solid (as) as the sum of the wood
volumetric fraction (aw) plus the liquid volumetric fraction
(al) the following way:

as ¼ aw þ al ¼ awð1þ FMCvÞ ð17Þ

Hence, the mass of liquid per unit volume can be defined as
awrlFMCv. This definition is suggested to remove the wood

density from the liquid phase equations (FMC and temperature).
As rw evolves due to pyrolysis and char production, it could
create numerical issues in the liquid phase equations. This is

avoided using theFMCv definition. The following consideration
is also taken into account to properly implement the flux
distribution function: because it is assumed that the char layer

that could form over the solid film just before ignition is small
enough to always be at steady-state, the radiant heat flux on this
layer is recovered just underneath the char, which is at the top of
the solid film. Hence, the positive flux f that should be

considered at the top of the solid film in the definition of F is
composed of this radiant heat flux, in addition to the char
combustion contribution to the solid phase that is produced in

the char layer.
The first equation to modify because of thermal disequilibri-

um is naturally the wood temperature equation, which becomes:

awrwCpw

dTw

dt
¼ ð1� RFÞðQconv þ Qrad � acharDhcharWcharÞ � DhpyrWpyr

ð18Þ

where Tw is the wood temperature, Qconv is the convective heat
flux, Qrad is the net radiant heat flux, achar is the fraction of the
charring energy released in the solid phase,Dhchar is the charring
combustion enthalpy, Dhpyr is the pyrolysis reaction enthalpy,

Wchar is the charring reaction rate and Wpyr is the pyrolysis
reaction rate.

An equation for the liquid is now added to the system:

awrlFMCvCpl

dTl

dt
¼ RFðQconv þ Qrad � acharDhcharWcharÞ � DhvapWvap

ð19Þ

where Cpl is the specific heat of the liquid, Tl is the liquid
temperature, Dhvap is the evaporation enthalpy and Wvap is the
evaporation reaction rate. Note that summing Eqns 18 and 19

and considering equilibrium (i.e. Tw ¼ Tl) leads to the solid
temperature equation that is used in classical multiphase for-
mulations. The new formulation allows the liquid temperature to

be equal to the solid temperature until evaporation begins, then it
allows the liquid temperature to remain at evaporating tempera-
ture during the whole evaporation phase, while the solid tem-

perature is free to increase.
The new FMC equation now reads:

d awrlFMCvð Þ
dt

¼ �Wvap ð20Þ

with the evaporation reaction rate defined as:

Wvap ¼ 0; TloTvap ð21Þ

Wvap ¼ RF ðQconv þ Qrad � acharDhcharWcharÞ=Dhvap; Tl � Tvap

ð22Þ

Now, according to the analytical development that led to RF

expression, the thermal equilibrium between wood and sap has

to be forced for Tw , Tvap to fit the initial condition of the
analytical problem. Hence, RF is driven by Eqn 15 only if
Tw, Tvap. In the case where Tw, Tvap, the equilibrium has to be

recovered, which corresponds to Tw ¼ Tl. Introducing this
constraint in Eqns 18 and 19 leads to the following value for RF:

RF ¼ FMCvrlCpl

rwCpw þ FMCvrlCpl

; TwoTvap ð23Þ

The equation that solved the volumetric solid fraction now
solves the wood volumetric fraction. Hence, this equation does

not change but aims to solve for aw instead of as:

rw
daw
dt

¼ �Wchar ð24Þ

The total volumetric fraction can then be calculated after
solving aw and FMCv, using Eqn 17. Finally the evaporation

term Wvap is suppressed from the wood mass equation since it
was added to the liquid mass equation (FMCv equation).

In practice, Bi and F are calculated at every iteration, for
each cell containing the solid phase, based on the local values

and calculated fluxes that are directly accessible in the code.
Then, in order to solve Eqns 18 and 19, RF is calculated in each
cell containing the solid phase. It is noted here that the value of

the total heat transfer coefficient is almost constant until RF

reaches its quasi-steady value of 1, which is consistent with the
approach used to derive its expression.

It is important to highlight that the specific area ratio gives a
good approximation of the particle thickness; however, it does
not allow any estimation of the film thickness L. As a first

approximation, a cylindrical model is proposed (as for needles)
and the film thickness is estimated as half the particle diameter
L¼ 2 / ss, where ss is the vegetation particle specific area ratio.
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A parameter kfilm is then added into the model to study the
behaviour of the system for different effective film thickness.
Hence the effective film thickness L is defined as:

L ¼ 2kfilm=ss

This parameter is first varied in this study to check its sensitivity.

Comparison between experiments and numerical
simulations

Multiphase models such as Grishin (1997) have been designed
considering an averaging over a vegetation-representative ele-

mentary volume; however, experiments of Pickett et al. (2010)
have been conducted at particle scale, which is smaller than
what can be represented using the multiphase approach. Hence,

we chose to simulate ignition at an intermediate scale, i.e. the
FM Global FPA scale, as in El Houssami et al. (2016) and
Thomas (2016). The experiments that are used as a comparison

with the numerical simulations (on ignition time and HRR)were
done on living pitch pine needles. The experiments are extracted
from Thomas (2016). The experimental set-up is briefly
described in a specific sub-section. These simulations are

expected to provide similar, homothetic dynamics at slower
evolution rates, due to the change of scale (which is smaller in
the experiments of Pickett et al. 2010) and imposed heat fluxes

(which are higher in the experiments of Pickett et al. 2010).
Indeed, even though the heat fluxes are different in Pickett et al.
(2010) (i.e. mainly convective), the particle temperature

behaviour is expected to be the same because it mainly depends
on the net incoming heat flux and the heat conduction phe-
nomena within the particles. Hence, the results of Pickett et al.
(2010) are only used for a qualitative comparison on tempera-

ture trends in order to check if the proposed formulation allows
to shift the temperature plateau value observed during
evaporation.

Sub-models and parameters

Sub-models and parameters specific to the simulations pre-
sented in this study are listed below:

� Momentum interaction is modelled using a classical For-
chheimer term, with a drag coefficientCd¼ 0.1, suited for the

needle bed considered in this study, according to Nepf (1999)
and El Houssami (2016), for a solid fraction of 8.2% and
cylindrical particles.

� Convective heat transfer is modelled through a natural con-
vection model (Irvine and Hartnett 1978):

Nu ¼ hD=l ¼ CðGr PrÞn

with D being the particle diameter (linked to the specific area

ratio), Gr is the Grashof number, Pr is the Prandtl number,
C ¼ 0.119 and n ¼ 0.3 are model constants (El Houssami et al.
2016).

� The pyrolysis model is a two-step Arrhenius model (Morvan
and Dupuy 2001; Mell et al. 2009):

Wpyr ¼ asrwYdryKpyre
�Epyr

RTw ð25Þ

where Tw , 800 K.

Wpyr ¼ ðQconv þ Qrad � acharDhcharWcharÞ=Dhpyr ð26Þ
where Tw$ 800 K and Ydry is the dry woodmass fraction,Kpyr is
the pre-exponential factor and Epyr is the activation energy. The
first step corresponds to the model of Di Blasi et al. (2001),

successfully used in El Houssami et al. (2016) to model pyroly-
sis. It has been adapted to the present study to address the
previous remark on the char combustion contribution to the net

surface heat flux. The pyrolysis reaction transforms dry wood
into carbon monoxide and char.
� The char combustion model is a simple Arrhenius model

(Morvan and Dupuy 2001):

Wchar ¼ asss
vo2

agrYo2Kchare
�Echar
RTw ð27Þ

where ag is the porosity, YO2
is the oxygenmass fraction,Kchar is

the pre-exponential factor and Echar is the activation energy.
� The turbulence and combustion models are based on a one-

equation model for the turbulent kinetic energy (Shaw and
Patton 2003), with an additional sink term due to dissipation
of sub-grid scale energy (Morvan et al. 2009). A modified

eddy dissipation concept (EDC) model (Ren et al. 2016) is
used to account for the laminar behaviour of the flame at its
basis. The chemical reaction is simplified to a one step
reaction converting carbon monoxide into carbon dioxide.

� Finally, a correction for the mean absorption of radiation by
vegetation in the frequency range of the FPA heaters has to be
accounted for, as suggested in Chaos (2014) and El Houssami

et al. (2016). The correction is here slightly different, accord-
ing to El Houssami (2016), because the needles are fresh.
Hence, the correction on the FPA heaters heat flux is

aeff ¼ 0.72 and the heat flux imposed by the FPA heaters in
the simulation is Fsim ¼ aeffFxp, where Fxp is the heat flux
imposed by the FPA heaters in the experiments, as in El

Houssami et al. (2016). Please note that the FPA heaters heat
flux F is different from the heat flux f that reaches the
particles, as, for the particles on the top of the bed, F is just a
portion of f once ignition occurred as the flame is then

responsible for an additional radiant heat flux on the fuel bed.

Parameters that are used in the numerical simulations are
summarised in Table 1 (El Houssami 2016; El Houssami et al.
2016).

Experimental setup

First, two sets of experimental results performed by Thomas
(2016) with the FM Global FPA are used for the present study.

Table 1. Properties used in the study

rw (kgm�3) 831.7

Cpw (J kg�1 K�1) 2069

l (Wm�1 K�1) 0.14

Dhchar (J kg
�1) �3	 107

Dhpyr (J kg
�1) 4.18	 105

Kpyr (s
�1) 3640

Kchar (m s�1) 430

Epyr/R (K) 7250

Echar/R (K) 8000
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The FPA (Fig. 2) provides controlled and repeatable conditions

(Schemel et al. 2008; El Houssami et al. 2016), such as the
ability to produce a constant incident radiative heat flux. No
forced flow was applied in our study, only natural convection
was allowed through the porous samples. The quartz tube has

been removed, hence, sample boundaries are open to the
atmosphere, with an ambient temperature at 293 K. Live pitch
pine needles were packed in cylindrical open baskets of 12.6-cm

diameter and 3-cm depth. The vegetation sample parameters are
as follows: as ¼ 8.2%, ss ¼ 7112 m�1, FMC ¼ 110%. In these
experiments, HRR was measured using calorimetry (Schemel

et al. 2008). Ignition time and flaming combustion time are also
recorded.

Second, another set of experiments is considered in the
present study, using pitch pine needles on a broad FMC range,

which has been conducted and used in Thomas (2016) to
develop correlations on ignition time and peak HRR as a
function of FMC.

Numerical setup

The set of transport equations in the gas phase are solved using a
second order implicit finite volume method. Total variation

diminishing (TVD) schemes have been adopted to avoid intro-

duction of false numerical diffusion (Patankar 1980). The set of
ordinary differential equations governing the evolution of the
solid fuel was solved using a second order explicit method.
A constant time step Dt ¼ 0.002 s is used to achieve temporal

accuracy and numerical stability. This has been checked running
a sensitivity study on the time step. This value leads to a
mean Courant–Friedrichs–Lewy (CFL) at ,0.4, where CFL is

defined as:

CFL ¼ uDt =Dx

where u is the local velocity in a cell and Dx is the mesh
resolution in the same cell. In the present study, only two-
dimensional calculations are performed. The overall domain is a

rectangle of 1 m wide and 1.5 m high. A simple overview of the
numerical domain and the sensitivity study are presented here
because the numerical conditions are very similar to the study of
El Houssami (2016) and El Houssami et al. (2016). Hence, refer

to El Houssami (2016) for more details, where the numerical
representation of the FPA configuration has been thoroughly
investigated. The mesh was composed primarily of hexahedral
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Fig. 2. Sketch of the factory mutual (FM) Global Fire Propagation Apparatus (FPA) configuration.
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cells. Based on a mesh sensitivity study, a mesh resolution of
(0.001 m)2 was determined as providing converging results in
the vicinity of the sample and near the lamps. The mesh is

stretched above the lamps and beyond the zone of interest until
the boundaries in order to reduce computational time. The side
boundaries are open, allowing entrainment of air. However, the

ground has a wall boundary condition applied for velocity and a
Dirichlet condition for temperature. An outlet boundary condi-
tion is set at the top above the flame, representing the exhaust

hood. The temperature of the entrained air from the open
boundaries is at 293 K. The sample is 3 cm deep as in the FPA
configuration. Lamps were modelled by fixing a constant heat
flux on specific walls. These have the same view factor as in the

FPA, giving the same heat flux experimentally on the sample
surface (25 kW m�2). A first simulation is made with the
following vegetation sample parameters: as ¼ 8.2%,

ss ¼ 7112 m�1, FMC ¼ 110%. Four other simulations are run
with FMC equal to 70, 90, 130 and 150%, where the dry mass
has been kept equal to the first simulation in order to match the

experimental conditions of Thomas (2016).
Simulations are run for the following range of kfilm : kfilm

2 0.25–1.5. Next section illustrates the results for the different

kfilm values and a comparison with experimental data.

Result comparison

Qualitative comparison with Pickett’s data

Even if, as stated earlier, experiments of Pickett et al. (2010)
cannot be numerically reproduced using a multiphase formula-
tion, a qualitative comparison is first done on the solid surface

temperature with the numerical results obtained in the FPA
configuration. This comparison only aims to show that the
suggested model will not lead to a 1008C plateau for the solid
phase during evaporation, which is now known to be wrong,

according to Pickett et al. (2010).
Results of the numerical simulations are presented in Fig. 3

for different kfilm values and also for the ‘equilibrium’ model in

the FPA configuration. Fig. 4 shows a curve extracted from
Pickett et al. (2010) for manzanita leaf (an arbitrary choice
because no data for a species close to pitch pine were available

directly in Pickett et al. 2010) as a comparison. It is first noticed
that the model is hardly sensitive to kfilm; nevertheless, the value

of kfilm ¼ 0.25 is maintained for the rest of the article as it
provides the best HRR curve in comparison with the results of
Thomas (2016) for the same needle bed and configuration. This

aspect will be discussed later. The model is shown to be
insensitive to the parameter kfilm in the range studied here,
hence, the film thickness does not influence the global behav-

iour of the bed. This suggests that the assumption of a negligible
shrinkage of the solid film during the drying phase is acceptable.

Contrary to the former ‘equilibrium’ model, the surface

temperature evolution predicted by the new model describes
the same trend and dynamic as in the experimental results of
Pickett et al. (2010) but slower, as expected because of the
sample size, as shown in Figs 3 and 4. First, it exhibits a prompt

temperature increase, followed by a dampening and an over-
shot. Then the temperature stabilises at the temperature plateau
described by Pickett et al. (2010), at ,200–3008C, during

evaporation. The numerical simulation also describes a second
and a third temperature raise at t ¼ 130 s and t ¼ 144 s,
corresponding to a local and global ignition of the fuel sample

respectively. Here, ignition corresponds to thermal runaway.
The third temperature rise is associatedwith char combustion on
the upper layer of the sample, which is unlikely to occur at the

scale of Pickett et al. (2010) experiments. This could explain
why the temperature evolution is different at large time scale.
Hence, this result highlights the major difference in the solid
phase behaviour between the equilibrium model and the new

approach.
Again, the considerable differences between the configura-

tion of Pickett et al. (2010) and the FPA configuration do not

allow a proper validation. Nevertheless, these results demon-
strate that a non-equilibrium model allows evaporation at a
higher (and more realistic) temperature plateau than predicted

using the previous multiphase model.

Quantitative comparison with Thomas data at
FMC ¼ 110%

A quantitative comparison is now performed in the FPA
configuration, between experiments conducted by Thomas
(2016) and numerical simulations for an initial FMC of 110%
evaluating ignition time and HRR time evolution.

In the simulation of the FPA configuration, local ignition
occurs at t¼ 130 s, which corresponds to the experimental data
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Fig. 3. Surface solid temperature for different kfilm values and for the

equilibrium model, for a 25 kW m�2 radiant heat flux.
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of Thomas (2016) (experimental ignition occurs at t ¼ 132 s,
hence the error is 1.5%). If global ignition was to be considered,
it occurs in the simulation at t ¼ 144 s, which would lead to a

9.5% error. In comparison, the equilibrium model shows an
ignition time greater than 250 s. The result of the disequilibrium
model is acceptable, contrary to the result of the equilibrium

model, suggesting that the disequilibrium approach proposed in
the present study is relevant to describe the temperature evolu-
tion process leading to ignition.

The HRR evolution is presented in Fig. 5 with a time offset to
compensate for the error on the ignition time, showing an
acceptable agreement with the two corresponding experiments
of Thomas (2016), presented using two different symbols in

Fig. 5. Flaming combustion time is computed at 86 s, against
116 s in the experiment, leading to a 26% error. According to El
Houssami et al. (2016), the gas phase combustion model is

mainly responsible for this underestimation. The peak HRR at

ignition is evaluated at 4.32 kW against 3.98 kW in the
experiment, leading to an 8.6% error. The mean HRR during
flaming combustion is 1.64 kW against 1.71 kW in the experi-

ment, hence, the error is 4.2%. For comparison, El Houssami
(2016) showed that the equilibrium model predicted a flaming
combustion time under 50 s, with mean HRR and peak HRR at

ignition more than three time lower than the experimental
results. This confirms the need to discard the usual equilibrium
assumption for living fuels. Finally, the peakHRR at flameout is

3.59 kW against 1.99 kW in the experiment; this is the largest
error, equal to 81%. This large error, which is the only trend that
the model did not accurately predict, is also responsible for the
flaming time misestimation. Moreover, it occurs once all the

FMC has evaporated. It suggests that the pyrolysis control
through a two-step Arrhenius is not sufficient to properly
capture the behaviour at flameout.

Quantitative comparisonwith the correlations developed
by Thomas (2016) for FMC in the range 70–150%

A comparison is now performed between the numerical

results obtained for FMC in the range 70–150% and the
correlations developed by Thomas (2016) on ignition time and
peak HRR as a function of FMC.

In Thomas (2016), the following correlationwas obtained for
pitch pine needle bed ignition time in the FMC range 0–150%
under a 25 kW m�1 radiant heat flux:

tig ¼ 40:938þ 0:9255
FMC

100
ð28Þ

The results obtained with the full set of numerical simula-
tions is plotted against Eqn 28 in Fig. 6. As for the 110% FMC
case, local and global ignitions are plotted, showing an accept-

able agreement if local ignition is considered and a good
agreement if global ignition is considered. Indeed, the mean
error on local ignition is 8.8% and the mean error on global

ignition is 2.2%. Surprisingly, contrary to the 110% FMC case
that has been investigated before, global ignition is closer to the
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Fig. 5. Heat Release Rate with time offset for a 25 kW m�2 radiant heat
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results are represented by the solid line.
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correlation than local ignition. It should be first noted here that
the correlation value at 110% is not strictly the experimental

value of the ignition time, which could explain this behaviour.
Also, this difference might be due to seasonal effects, as
discussed in Thomas (2016), as this correlation has been

established on more than 150 experiments, with needles sam-
pled during different seasons. Thomas (2016) observed that
small variations in ignition time and HRR can be due to these
seasonal effects. Nevertheless, the error on ignition time

remains acceptable.
In Thomas (2016), the following correlationwas obtained for

pitch pine needle bed peak HRR in the FMC range 0–150%

under a 25 kW m�2 radiant heat flux, where the peak HRR is
reduced by the surface of the sample:

HRRpeak ¼ 594� 263:37FMC3 þ 740:52FMC2 � 746:13FMC

ð29Þ

The results obtained with the full set of numerical simulations is
plotted against Eqn 29 and its standard deviation in Fig. 7, shows

an acceptable agreement. Indeed, the mean error is 7.5% and the
maximum error is 12.6%, which is lower than the 16.5%
standard deviation of this correlation (Thomas 2016). Addition-

ally, as observed and discussed in Thomas (2016), the peakHRR
is weakly sensitive to the FMC value in the range 60–120%,
whereas a drop is observed for higher FMC values. This drop is

not clear with the numerical results for the 130% FMC case, but
it is clearly observed for a 150% FMC. Hence the global trend of
the peak HRR dependency on FMC can be considered as
acceptably reproduced.

These comparisons suggest that the new formulation pre-
sented in the present study can acceptably predict the flamma-
bility properties of living pitch pine needles on a broad FMC

range for which the classical multiphase formulation has been
proved to be inaccurate in the FPA configuration (El Houssami
2016). Hence, it suggests that this new formulation, which

considers thermal disequilibrium between wood and sap

inside fuel particles, is appropriate to predict the behaviour of
living fuel.

Discussion

Suggesting thermal disequilibrium between wood and free
water within vegetation particle seems an appropriate strategy to
model ignition of living fuel. Nevertheless, it is surprising to see

that the simplest model of flux splitting between phases provides
an accurate behaviour at sample scale, with very few sensitivity
of the model to its parameter kfilm. An analysis of the flux
splitting during the numerical simulations can explain this

behaviour. Indeed, according to Fig. 8, the behaviour of the
splitting function is very stiff. Once evaporation temperature is
reached (at t ¼ ,12 s), the solid continues to heat taking the

largest part of the net flux until it reaches an equilibrium

200
70 80 90 100 110

FMC (%)

P
ea

k 
H

R
R

 (
kW

 m
�

3 )

120 130 140

Correlation of Thomas

Standard deviation upper limit

Standard deviation lower limit

Numerical results

150

220

240

260

280

300

320

340

360

380

400

Fig. 7. Peak heat release rate (HRR) correlation of Thomas (2016) for a 25 kWm�2 radiant heat fluxwith standard deviation and numerical results obtained

in this study.

0
0 20 40 60 80

t (s)

R
Φ

100 120

0.2

0.4

0.6

0.8

1.0

Fig. 8. RF evolution at the sample surface before ignition.

10



between the surface fluxes (radiant, convective and charring)
and the loss in the liquid phase (at t ¼ ,12 s). When the solid
film reaches this point, then RF¼ 1 and the net heat flux is only

responsible for evaporation. This equilibrium temperature cor-
responds to the 200–3008C plateau described by Pickett et al.
(2010). These fluxes, however, cannot keep the solid film at

equilibrium because this equilibrium temperature allows
pyrolysis to begin. As a consequence, the pyrolysis reaction
slowly cools the solid film and reduces radiant and convective

losses until the net flux becomes greater than the critical heat
flux. This behaviour is responsible for several sharp decreases of
RF that happen regularly during the evaporation process (as the
behaviour ofRF is very stiff close to the critical heat flux). Every

time this process occurs, a slight decrease followed by a slight
increase of the solid temperature is observed, as shown in Fig. 3
between 20 and 130 s. Every small temperature increase is

associated with variation ofRF from 1 to a value,0.4, as shown
in Fig. 8. Consequently, RF stabilises at 1 until the solid film
temperature again reaches a value for which the net flux

becomes greater than the critical heat flux and the process
repeats itself until ignition, where RF drops to 0. This result
suggests that further refinements of the analytical model are not

necessary to properlymodel the disequilibrium as the splitting is
expected to be mainly driven by the critical heat flux value,
which mainly depends on ignition temperature, as pointed out in
the ‘Evaluating the flux distribution between the solid and the

fluid phases’ section. Hence, it seems that no topological effect
or in-depth radiation effect need to be taken into account in the
splitting function model. Nevertheless, it is observed that igni-

tion occurs once pyrolysis and charring have begun, hence, the
assumption of an inert solid until ignition seems to breaks down.
This could suggest that amore detailed description of the solid is

needed. However, these phenomena occur after RF reached its
quasi-steady value of 1 while a plateau is observed for the solid
temperature. It means that the solid film and the char layer are in
a quasi-steady-state during this phase, which fits the assumption

made on the char layer behaviour, which is used to simplify the
heat transfer model. It also means that the flux distribution
between wood and sap is not sensitive to these phenomena

(pyrolysis and charring) any longer as the whole heat diffusion
problem reached a steady-state.

This result also shows how disequilibrium affects thermal

degradation. Indeed, instead of having full evaporation at 1008C
followed by a temperature raise and thermal degradation, this
model led to a higher plateau for evaporation, which implies

more surface losses during the evaporation process. However, it
allows thermal degradation while particles are not yet fully
dried; hence, it seems that evaporation can slow down the
degradation process in driving the solid surface temperature

evolution. This numerical behaviour, which seems in line with
experimental observations, is the consequence of the introduc-
tion of the split function in the multiphase model.

Finally, it should be noted that, in the work of Anand et al.

(2017), ignition time is acceptably predicted in the FIST
apparatus (see McAllister et al. (2012) for a description of this

apparatus) with both the classical multiphase formulation and
the corrected formulation that take into account the bound water
effect, using wildland–urban interface fire dynamics simulator
(WFDS). This result indicates that the approach presented in the

present article is not always necessary, depending on the
experimental configuration: heat fluxes in Anand et al. (2017)
are much greater than in our study, resulting to ignition times

shorter (30 s) than those obtained in our study (100 s) for the
same FMC range. The different heat fluxes lessen the effect of
water evaporation dynamics on the global ignition dynamic,

justifying why the classical multiphase formulation could be
acceptable for living fuels in the experimental conditions such as
presented in McAllister et al. (2012).

Conclusion

A thermal disequilibrium between solid and liquid phases inside

vegetation particles seems mandatory in a multiphase model for
live needles to properly reproduce experimental behaviours.
Indeed, in the FPA configuration, it allows predicting experi-

mental behaviour specific to living fuel, such as the 200–3008C
temperature plateau on the vegetation particle surface, occurring
during evaporation, which earlier models fail to capture. In

addition, the model is successfully able to predict ignition time,
flaming time, peak HRR at ignition and mean HRR during
flaming combustion on a validation case and agrees with
experimental correlations obtained on ignition time and peak

HRR on a broad range of FMCwith live needles. In contrast, the
classical multiphase formulation failed to reproduce these
results for high FMC values. However, the flameout is not

properly reproduced in this study, suggesting that the end of the
pyrolysis process (i.e. when the sample is fully dry) needs a
correction to properly capture living fuel behaviour. Neverthe-

less, this model now needs to be tested against more experi-
mental data in order to fully validate the approach and its range
of applications, as pointed out in the Discussion section. This
validation would first require measurement of fuel particle

temperature in the bed before ignition and mass loss during the
whole degradation and combustion phases. Second, experi-
ments should be conducted on other vegetation species to

investigate the effect of the solid properties such as the density
and the specific heat, but also to test the split function for dif-
ferent values of Bi, under different imposed heat flux values.

Finally, comparison to experiments on propagation configura-
tions should follow to complete the studies conducted on static
configurations.
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Nomenclature

C, Nusselt correlation pre-exponential factor (unitless).
Cn, perturbation coefficient (unitless).
Cd, drag coefficient (unitless).

Cp, specific heat (J kg
�1 K�1).

Dh, combustion enthalpy (J kg�1).
Dt, time step (s).
Dx, mesh resolution (m).

E/R, activation temperature (K).
F, heat flux imposed by the FPA heaters (W m�2).
h, total heat transfer coefficient (W m�2 K�1).

HRR, heat release rate (kW).
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Kchar, charring pre-exponential factor (m s�1).
Kpyr, pyrolysis pre-exponential factor (s

�1).
kfilm, film thickness parameter (unitless).

L, solid film depth (m).
n, Nusselt correlation exponent (unitless).
Q, volumetric heat flux (W m�3).

RF, flux distribution function (unitless).
t, time (s).
T, temperature (K).

u, local velocity (m s�1).
W, reaction rate (s�1).
x, position (m).
Xn, solution of the characteristic equation (unitless).

Ydry, dry wood mass fraction (unitless).
YO2

, oxygen mass fraction (unitless).

Greek symbols

a, volumetric fraction (unitless).
achar, charring fraction (unitless).
aeff, incident heat flux correction (unitless).

l, heat conductivity (W m�1 K�1).
f, incoming heat flux on a particle (W m�2).
r, density (kg m�3).

s, specific area ratio (m�1).
y, dimensionless temperature (unitless).
y0, steady-state solution (unitless).

y1, time-dependent perturbation (unitless).

Subscripts

char, charring.

conv, convective.
ig, ignition.
l, liquid.

pyr, pyrolysis.
rad, radiative.
s, solid.

sim, simulation.
vap, vapour.
w, wood.
xp, experiment.

N, reference (surrounding air).

Dimensionless numbers

Bi, Biot number.
FMC, fuel moisture content.
FMCv, volumetric fuel moisture content.
Gr, Grashof number.

Nu, Nusselt number.
Pr, Prandtl number.
F, dimensionless incoming heat flux on a particle.
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