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Abstract 

 

 

The processing of syllables in visual word recognition was investigated using a novel paradigm 

based on steady-state visual evoked potentials (SSVEPs). French words were presented to 

proficient readers in a delayed naming task. Words were split into two segments, the first of 

which was flickered at 18.75 Hz and the second at 25 Hz. The first segment either matched 

(congruent condition) or did not match (incongruent condition) the first syllable. The SSVEP 

responses in the congruent condition showed increased power compared to the responses in the 

incongruent condition, providing new evidence that syllables are important sublexical units in 

visual word recognition and reading aloud. With respect to the neural correlates of the effect, 

syllables elicited an early activation of a right hemisphere network. This network is typically 

associated with the programming of complex motor sequences, cognitive control and timing. 

Subsequently, responses were obtained in left hemisphere areas related to phonological 

processing.  

Keywords: syllable, visual word recognition, SSVEP, frequency tagging, neuroimaging 
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Frequency-tagged visual evoked responses track syllable effects in visual word recognition 

 

 

1. Introduction 

 

 

There is increasing consensus that fast and automatic visual word recognition is made 

possible through the automatic and parallel decomposition of written words into letters and 

graphemes but also larger units, such as morphemes and syllables (Carreiras, Armstrong, Perea, 

& Frost, 2014, Dehaene, Cohen, Sigman & Vinckier, 2005; Grainger, Dufau, & Ziegler, 2016). 

Indeed, it is well established that syllables are important units in spoken language (Levelt, 

Roelofs, & Meyer, 1999; MacNeilage, 1998; Mehler, Dommergues, Frauenfelder, & Segui, 1981 

Ramus, Nespor, & Mehler, 1999), but they also play a role in visual word recognition, at least in 

languages with clear syllabic boundaries, such as Spanish or French. However, it is not clear at 

what stage of processing syllables affect written word recognition. While some evidence points 

to a late effect, located at the output level, i.e. speech production (e.g., Ferrand, Segui, & 

Grainger, 1996), syllables have also shown to produce effects at earlier processing stages (e.g. 

Barber, Vergara, & Carreiras, 2004; Carreiras, Vergara, & Barber, 2005; Hutzler, Bergmann, 

Conrad, Kronbichler, Stenneken & Jaconbs, 2004; Perry, Ziegler, & Zorzi, 2013). 

Studies using masked priming showed that naming latencies are faster when words or 

nonwords are preceded by primes that correspond to the first syllable compared to primes that 

contained one letter more or less than the first syllable (Alvarez, Carreiras, & Perea, 2004; 
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Carreiras & Perea, 2002; Carreiras, Ferrand, Grainger, & Perea, 2005; Ferrand et al., 1996). 

These syllable priming effects were observed in picture, word, and nonword naming but not in 

lexical decision. This dissociation led Ferrand and colleagues (1996) to suggest that the effect 

must be located at the level of output phonology (articulatory encoding). Similarly, later studies 

that compared phonologically defined syllables to orthographically defined syllables 

demonstrated that the syllable effect reflects processing of the phonological syllable (Alvarez et 

al., 2004; Conrad, Grainger, & Jacobs, 2007) and occurs independently of orthographic 

redundancy (Conrad, Carreiras, Tamm, & Jacobs, 2009). In a word-spotting paradigm, Spanish 

children were faster in detecting monosyllabic words embedded in a pseudoword, when the 

boundary between the word and the remaining letters matched the syllabic boundary (Alvarez, 

Garcia-Saavedra, Luque, & Taft, 2016). The magnitude of the effect was the same regardless of 

reading ability, supporting the idea that syllable effects are located at the production level. 

It is particularly intriguing that the frequency of the first syllable produces an inhibitory 

effect (i.e., high frequency syllables are associated with longer response times) in lexical 

decision and progressive demasking (Alvarez, Carreiras, & De Vega, 2000; Alvarez, Carreiras, 

& Taft, 2001; Carreiras, Alvarez, & Devega, 1993; Carreiras & Perea, 2002; Conrad & Jacobs, 

2004; Mathey & Zagar, 2002; Perea & Carreiras, 1998), while it has a facilitatory effect in 

reading aloud (Carreiras & Perea, 2004; Perea & Carreiras, 1998). ERP studies comparing 

syllable and word frequency effects showed that the onset of the syllable frequency effect 

occurred at an early stage of processing, around 150 msec, and before that of word frequency, 

which occurred around 350-400 msec (Barber et al., 2004; Hutzler et al., 2004). It has been 

proposed that high-frequency syllables tend to have more neighbors than low-frequency syllables 

and the competition between them might produce the inhibitory effect in lexical decision 
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(Carreiras et al., 1993). In contrast, the reversed effect for speech production tasks can been 

attributed to facilitation at the articulatory processing level (Levelt et al., 1999). In support of 

these explanations, words with high-frequency syllables showed increased activation in the left 

anterior inferior temporal region and the left anterior insula, the first has been previously 

associated with lexico-semantic processing in lexical decision, while the second has been 

associated with articulatory planning in reading aloud (Carreiras, Mechelli, & Price, 2006). 

In another line of research, the processing of syllable sub-units has been investigated by 

splitting words in some way and then contrasting the responses to the compatible versus the 

incompatible segments. The logic is that if reading makes use of syllabically structured 

representations, processing of a word should be facilitated when the word is split at the 

orthographic equivalent of the syllabic break (Perry, 2013). For example, the idea that readers 

break words down into orthographic syllables (i.e. Basic Orthographic Syllable Structure) has 

been extensively investigated but the results are mixed (see e.g., Taft, 2001, for review). 

Carreiras, Vergara, and Barber (2005) used the color congruency paradigm, in which the 

color either matched or mismatched the syllable boundary, thus creating congruent and 

incongruent segments. Using EEG, they found that syllable congruency effects occurred as early 

as 180 msec and had a frontal distribution. In a subsequent fMRI study, the syllable congruency 

effect involved the precuneus/paracentral gyrus region, the thalamus bilaterally and the superior 

frontal gyrus, in which incongruent words showed deactivation compared to congruent words 

(Carreiras, Riba, Vergara, Heldmann, & Münte, 2009). The deactivation in the precuneus was 

interpreted as reflecting either the differential engagement of semantic processing or the 

differential allocation of attentional resources while the involvement of the thalamus and frontal 

regions was attributed to differences in the inhibition or selection of lexical candidates. 



6 MONTANI 
 

However, a recent study provided evidence supporting a different role of the precuneus. 

Takashima, Wagensveld, van Turennout, Zwitserlood, Hagoort, & Verhoeven (2014) trained 

Dutch participants to articulate a set of novel disyllabic strings written in an unfamiliar 

orthography (Greek). After one month of training, articulation became faster and more accurate 

for the trained pseudowords. Novel pseudowords that were obtained by recombining syllables of 

the training set (i.e., recombined condition) were named faster and more accurately than 

completely novel stimuli, suggesting the emergence of syllabic units. Crucially, at the neural 

level, the efficient conversion of print to sound was associated with an increased activity 

bilaterally in the angular gyrus and the precuneus extending to the middle cingulate cortex and 

the middle temporal gyrus (Takashima et al., 2014). Because their pseudowords were 

meaningless, the activation increase in the angular gyrus and in the precuneus could not be 

related to semantic access. Rather, the authors interpreted the finding as evidence that those areas 

code for orthography-phonology associations at multiple levels of units, from small grapheme-

phoneme conversion to larger units entailing syllables (Ziegler & Goswami, 2005). 

To summarize, syllables are relevant units of processing in reading and syllable 

processing seems to affect word recognition at multiple stages. The syllable congruency effect 

has been associated with the early process of syllabic parsing (Carreiras et al., 2009; Perry, 

2013). Subsequently, frequent syllables may slow down word recognition because they activate 

many competing lexical entries, producing the inhibitory effect observed in lexical decision. At 

the same time, frequent syllables may facilitate reading aloud by speeding up articulation. 

However, the precise nature of these mechanisms that operate at different times scales is still not 

clear. 

In the present study, we investigated the processing of syllable units during visual word 
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recognition in French, using a novel paradigm based on steady state visual evoked potentials 

(SSVEPs). The SSVEPs are the electrophysiological response of the cortex to flickering visual 

stimuli (Regan, 1989) and have been successfully applied to study a variety of cognitive 

functions (for recent reviews, see Norcia, Appelbaum, Ales, Cottereau, & Rossion, 2015; 

Vialatte, Maurice, Dauwels, & Cichocki, 2010). Recently, SSVEPs have also been applied to 

study written language processing (Lochy, Van Belle, & Rossion, 2015; Lochy, Van Reybroeck, 

& Rossion, 2016; Montani, Chanoine, Stoianov, Grainger, & Ziegler, 2019; Yeatman & Norcia, 

2016). In particular, in a previous study, we demonstrated that the SSVEPs generated by 

flickering written words and pseudowords are sensitive to fundamental effects of reading aloud 

and that the paradigm is well suited to investigate the cortical generators of word processing 

(Montani et al., 2019). SSVEPs are a unique tool for investigating the role of different reading 

units by virtue of tagging specific subunits using different stimulation frequencies 

simultaneously (i.e. frequency tagging). Analyzing the frequency bins corresponding to each of 

the stimulation frequencies allows one to extract the evoked responses from the population of 

cells that are selectively entrained by each stimulus (Norcia et al., 2015). 

We adopted the same paradigm as in Montani and colleagues (2019), a delayed naming 

task, but crucially, the target words were split into two segments, each of which flickering at a 

distinct frequency. The use of different stimulation frequencies allowed us to extract and 

selectively analyze the EEG signal associated with the brain response to the first segment. The 

segment could either match the first syllable of the word (i.e. congruent condition) or correspond 

to the first bi/trigram, containing one letter more or less than the first syllable (i.e. incongruent 

condition). Because the signal coming from the congruent segment reflects the activation of the 

population of neurons selectively entrained by the syllables, we could directly examine the 
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neural response associated with the processing of syllables. We compared the SSVEP responses 

of the congruent and incongruent segments, i.e. syllables vs. bi/trigrams, and we analyzed the 

time course of the syllable processing. Further, we localized the neural generators of the SSVEP 

responses associated with the syllable congruency effect, thus providing new evidence with 

respect to the time course and neural substrate of syllable processing in visual word recognition. 

 

 

2. Materials and Methods 

 

 

 

2.1 Participants 

 

 

Seventeen proficient readers, naive to the purpose of the experiment, participated in the 

experiment as paid volunteers (age 17 - 24 years, mean = 20). We used the same number of 

participants as in Montani et al. (2019), who found robust frequency and lexicality effects using 

the same SSVEP paradigm and the same task. All participants were native French speakers, they 

had normal or corrected-to-normal vision and they had no history of developmental disorders. 

Before the experiment, participants gave informed written consent. The study was approved by 

the Institutional Review Board of Aix-Marseille University.   

 

 

2.2 Apparatus and stimuli 

 

Participants were seated 56 cm from the monitor in a dimly lit, electrically isolated room. 
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Stimuli were generated using OpenSesame 3.0 (Mathôt, Schreij, & Theeuwes, 2012) and 

PsychoPy (Peirce, 2007) and they were presented on a 17-in. cathode ray tube monitor 

(resolution 800 x 600 pixels, refresh rate 75 Hz). Strings were presented in black against a white 

background at the center of the screen, using Selectric font. The first part of the string flickered 

on and off at a frequency of 18.75 Hz (4 monitor refresh cycles per period: 1 on- and 3 off-

cycles). The remaining part of the string flickered on and off at 25 Hz (3 monitor refresh cycles 

per period: 1 on- and 2 off-cycles). We choose a relatively high flicker frequency (18.75 Hz) 

because it permits a short stimulus exposure time and it is more suited to capture the fast 

processes involved in word reading. In addition, a recent study identified the 12–18 Hz as the 

optimal range for SSVEP stimulation (Kus, Duszyk, Milanowski et al., 2013). 

Forty-six pairs of French words sharing the same initial three phonemes (CVC) were 

selected from the Lexique database (New, Pallier, Brysbaert, & Ferrand, 2004). We selected 

word pairs that shared the same three phonemes, such as bal.con and ba.lade (i.e., “bal”), but in 

one member of the pair the three phonemes coincided with the first syllable (bal.con) while in 

the other pair they did not (ba.lade). Eighteen pairs were bisyllabic six letter long words and 31 

pairs were three or four syllabic eight letter long words. A full list of stimuli is provided in 

Appendix A. For each subject, each word appeared in one of two conditions: the congruent 

condition vs. the incongruent condition. In the congruent condition, the unit flickering at 18.75 

Hz matched the first syllable, while in the incongruent condition the unit did not match the first 

syllable. For instance, if for one subject “ba.lade” appeared in the congruent condition, with the 

first syllable “ba” flickering at 18.75 Hz and the second, “lade” flickering at 25 Hz, for the 

subsequent subject, it appeared in the incongruent condition, with the first three letters “bal” 

flickering at 18.75 Hz and the second part of the word, “ade”, flickering at 25 Hz. This procedure 
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guarantees that potential syllable effects cannot be due to differences between congruent and 

incongruent syllables in terms of bi-or trigram frequency.  

 

 

2.3 Procedure 

 

Each trial started with a fixation point (black cross on a white screen) displayed at the 

center of the screen for 500 ms. After an empty screen lasting for 200 ms, the flickering word 

was presented for 2000 ms. Then, a screen prompted participants to name the word aloud. After 

2000 ms, an empty screen replaced the response screen (see Figure 1). The interval from the start 

of one trial to the start of the next trial was about 7500 ms. Vocal responses were assessed online 

by the experimenter in order to be sure the participant was engaged in the task. Due to the long 

presentation time, accuracy was 100%. A session consisted of two blocks of 46 trials each (with 

each block including both conditions i.e. congruent and incongruent trials), with a brief pause 

between each block. The block sequence was counterbalanced between participants while the 

target word sequence in each block was randomized for each subject. The entire experimental 

session lasted about 20 minutes. 
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Figure 1. Experimental paradigm: delayed naming task. In the congruent condition, the first part 

of the word, flickering at 18.75 Hz, matched the first syllable, such as “ba” in “balade”. In the 

incongruent condition, the first flickering part did not match the syllable, such as “bal” in 

“balade” (see Procedure for further details). 

 

 

2.4 EEG recording and analysis 

 

EEG activity was acquired at 512 Hz using a Biosemi Active Two system provided with 

64 Ag/AgCl sintered active electrodes. Electrodes were mounted on an elastic cap (Electro-Cap, 

Inc. Eaton, OH) that was positioned according to the 10-20 International system (American 

Clinical Neurophysiology Society, 2006). Two additional electrodes (CMS/DRL) were used as 

on-line reference (see www.biosemi.com). Three extra electrodes were used to monitor eye 

movements and blinks (two placed at the outer canthi of the eyes, one placed below the left eye). 

Two additional electrodes were used for an off-line re-referencing (placed behind the ears on the 
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mastoid bone). For the EEG analysis, we used EEGLAB (Delorme & Makeig, 2004), ERPlab 

(Lopez-Calderon & Luck, 2014) and Fieldtrip (Oostenveld, Fries, Maris, & Schoffelen 2011) 

toolboxes for Matlab and Matlab customized functions (Matlab 2014, The Mathworks). Data 

were re-referenced off-line to the average of left and right mastoid electrodes, bandpass filtered 

from 5 to 100 Hz (4th order Butterworth filter) and then segmented to include 200 ms before and 

2000 ms after stimulus onset. Epoched data were normalized based on a prestimulus period of 

200 ms, and then evaluated according to a sample-by-sample procedure to remove noisy sensors 

that were replaced using spherical splines. Additionally, EEG epochs that contained data samples 

exceeding threshold (100 uV) were excluded on a sensor-by-sensor basis, including horizontal 

and vertical eye channels. On average, 2.85 % of the data were interpolated and 3.07 % of the 

data rejected. Slow drifts were removed in order to reduce “sawtooth” artifacts in the Fourier 

spectrum (Bach & Meigen, 1999).  

 

 

Figure 2. Entrainment to the stimulation frequency. (A) Rhythmic entrainment source separation 

(RESS) filtered power spectra between 0 and 30 Hz, for the congruent (red) and incongruent 

Commenté [VC1]: The title of the colorbar is missing. The 
axis labels do not have the same size. The image resolution is 
not optimal. Did you use the print(...,'-r600') function to set 
the resolution? 
If you send me the matlab matrices of the data, I can work 
on them again if it suits you.  
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(black) conditions. The peak in the spectrum at 18.75 Hz corresponds to the entrainment at the 

stimulation frequency. Cong = Congruent, Inc = Incongruent. SNR = signal-to-noise ratio. (B) 

Power spectra between 0 and 30 Hz for each participant (rows). The vertical red line corresponds 

to the response at 18.75 Hz. 

 

 

2.4.1 SSVEPs analysis. For the purpose of showing the entrainment to the stimulation 

frequency (e.g., 18.75 Hz), we followed the procedure described in Cohen and Gulbinate (2016), 

i.e. rhythmic entrainment source separation (RESS). The procedure consists of applying a spatial 

filter based on denoising source separation that increases the spectral specificity and maximizes 

the signal-to-noise ratio (SNR) of the steady-state response. The resulting RESS component is a 

weighted combination of all electrodes. Figure 2A shows the RESS filtered spectral density in 

which is clearly visible a peak in the spectral response at the stimulation frequency. The same 

peak is visible in the response of each participant (Figure 2B).  

From visual inspection of the spectral response shown in Figure 2, it is also possible to 

recognize a peak of activity around the alpha band. Alpha band activity at approximately 10 Hz 

is the dominant frequency in the awake brain (for review, see e.g. Klimesch, 2012). In the 

present case, the alpha activity was likely related to the relaxed state of the participants and low-

task demands.  

We performed two different analyses on the SSVEP data for the fundamental frequency: 

static SSVEP, which provides a good frequency resolution and an overall view of the effect, and 

dynamic SSVEP, which provides good temporal precision and the possibility to detect time-

varying changes in the SSVEP amplitude. We focused on the fundamental frequency rather that 

higher harmonics (e.g. an integer multiple of a fundamental frequency F like  2F=37.5 Hz) 
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because the response was clearly stronger at 18.75 Hz. In addition, the scope of the study was to 

investigate the effect of the first syllable, which is why we focused the analysis on the response 

at 18.75 Hz. However, for the sake of completeness, we also analyzed the static SSVEP for the 

second segment, the remaining portion of the word, which flickered at 25 Hz. 

For the static analysis, the Fourier transform was computed over the time window of 

interest [533-1760 msec]. To this end, EEG data were segmented again, discarding the first 533 

ms from stimulus onset in order to remove the initial transient response, and the last 240 ms to 

have epochs containing an integer number of flicker periods. The resulting epoch, which lasted 

for 1227 ms, corresponds to 23 complete cycles of stimulation. To extract SSVEP activity 

synchronized to the stimulus flicker, EEG signals of each epoch were decomposed using Fast-

Fourier Transform (FFT, frequency resolution 0.81 Hz).  

For the dynamic SSVEP, i.e. a time-frequency power analysis, EEG data were segmented 

to include 200 ms before and 1934 ms after stimulus presentation. The resulting epoch, which 

lasted for 2133 ms, corresponds to 40 complete cycles. To extract the time courses of the SSVEP 

activity synchronized to the stimulus flicker, EEG signals of each epoch were decomposed using 

a moving window fast Fourier transformation analysis (frequency resolution of 0.47 Hz, 

temporal resolution of 20 ms). The statistical significance of the syllable congruency effect was 

assessed by means of cluster-based permutation tests (Maris & Oostenveld, 2007) as 

implemented in the Fieldtrip toolbox (MonteCarlo method, 2000 iterations, cluster alpha p < 

0.05, ‘weighted cluster mass’ criterion). Identified clusters were considered significant at p < 

0.05 (two tailed, alpha level = 0.025). 
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2.4.2 Source localization analysis. EEG cortical source analysis was performed using 

the source reconstruction method eLORETA (exact Low-Resolution Electromagnetic 

Tomography), which models 3D distributions of EEG cortical sources (Pascual-Marqui, 2007, 

for a review, see Grech, Cassar, Muscat, Camilleri, Fabri, et al., 2008) in the frequency domain. 

Power spectral analyses were first performed using a single-taper hanning method implemented 

in the Fieldtrip toolbox (http://www.ru.nl/donders/fieldtrip). Sources are modeled as equivalent 

current dipoles (ECDs, i.e. point sources or dipoles with a location and orientation) which are 

restricted to the volume conduction model of the head. We used a standard Boundary Element 

Method volume conduction model in which the head geometry is realistic and based on the 

‘Colin27’ template (see Fuchs, Kastner, Wagner, Hawes, & Ebersole, 2002 for method). The 

standard BEM model is expressed in the Montreal Neurological Institute coordinate system (in 

mm) and it can be associated with a standard file of electrode positions defined in the same 

coordinate system. The template file of the 10-20 system for electrode placement was adapted 

(64 among 97 electrodes were selected) to model the position of the electrodes compatible with 

the current EEG acquisition system. A three-dimensional grid with 5 mm spacing dipoles was 

defined in the inner skull volume, resulting in 54180 dipoles. To assess the presence of a syllable 

congruency effect on the EEG cortical source data, we conducted a time windows analysis 

contrasting the congruent condition vs. the incongruent condition. In order to select relevant time 

windows, we inspected the variations in the mean global power, measured averaging the signals 

of all electrodes over all participants and conditions (Strijkers, Bertrand, & Grainger, 2015). In 

that manner, we identified four time windows: [50-250 msec], [350-550 msec], [650-850 msec], 

and [1050-1250 msec]. Notably, the first two windows correspond to relevant timing in syllable 

processing as reported in previous EEG studies (e.g. Carreiras, et al., 2005). The statistical 

http://www.ru.nl/donders/fieldtrip)
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significance of the syllable effect was assessed by means of cluster-based permutation tests 

(Maris & Oostenveld, 2007) as implemented in the Fieldtrip toolbox (MonteCarlo method, 2000 

iterations, cluster alpha p < 0.05, ‘weighted cluster mass’ criterion). Identified clusters were 

considered significant at p < 0.05 (two tailed, alpha level = 0.025). 

 

 

 

 

3. Results 

 

 

 

Figure 3. Syllable congruency effect. (A) Topographic distribution of the syllable congruency 

Commenté [VC2]:  

Commenté [VC3R2]: Could we improve the resolution? 
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effect. The cluster (locations that are highlighted with the asterisks, see Text) shows the 

difference in the power at 18.75 Hz between the congruent and incongruent conditions, plotted 

on top of the T-statistic of the difference. (B) Syllable modulation of the steady state evoked 

potentials (SSVEPs) elicited by written words. Congruent: when the first flickering unit matched 

the first syllable. Incongruent: when the first flickering unit did not match the first syllable. 

Power is collapsed across the significant electrode cluster (see text). Error bars represent 

standard error of the means (SEMs) adjusted to correctly reflect the variance in the within-

subject design (Morey, 2008). (C) Topographic distribution of the response at 18.75 Hz for the 

congruent condition (left) and the incongruent condition (right). 

 

 

3.1 SSVEP power. Testing for the syllable effect at 18.75 Hz, the cluster-based 

permutation test revealed a significant difference between the congruent and the incongruent 

condition (p < .05). Figure 3A shows the topographic distribution of the difference between the 

SSVEPs elicited by the congruent and the incongruent condition along with the electrode 

locations (asterisks): AF3, F3, F5, FC5, FC3, FC1. Figure 3B shows the mean SSVEP power for 

the congruent and incongruent condition, calculated by averaging across the significant 

electrodes in the cluster. 

Testing for the effects of syllable congruency over time, in the latency range from 40 to 

1200 ms post-stimulus onset, the cluster-based permutation test revealed a significant difference 

between the congruent and the incongruent condition (p < .05). Figure 4A shows the cluster of 

significant electrodes between 1000 and 1200 ms along with the electrode locations (asterisks): 

AF3, F3, F5, FC5, FC3, FC1, CP5, CP3, P3, P5, P7, PO7, PO3. Averaged SSVEP power over 

time, for congruent and incongruent conditions, is shown in Figure 4B. For the sake of clarity, in 
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the top panel, mean power is calculated averaging across the electrodes that were also included 

in the cluster emerged from the static analysis (left frontal cluster shown in Figure 3A). In the 

bottom panel, mean power is calculated averaging across the remaining electrodes, located in the 

left occipito-parietal area: CP5, CP3, P3, P5, P7, PO7, PO3. 

Testing for the syllable effect of the second syllable that was flickered at a stimulation 

frequency of 25 Hz, the cluster-based permutation test did not reveal any significant difference 

between the congruent and the incongruent condition (p > .05). 

 

Commenté [JZ4]: OK to add this? 

Commenté [VM5]: No, because stimuli were either 
bisyllabic or three/ four syllabic words. Then, the second 
segment corresponded to the second syllable just for the 
bysillabic words, otherwise it was more than one syllable. 
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Figure 4. Temporal evolution of the syllable congruency effect. (A) Topographic distribution of 

the syllable congruency effect. The cluster (locations that are highlighted with the asterisks) 

shows the difference in the power at 18.75 Hz, from 1000 to 1200 ms after stimulus onset, 

between the congruent and incongruent conditions. The power is plotted on top of the T-statistic 

Commenté [VC6]: Could we improve the figure resolution. 
The title of colorbar is missing… 



20 MONTANI 
 

of the difference. (B) Temporal evolution of the syllable modulation of the steady state evoked 

potentials (SSVEPs) elicited by written words. For clarity, the cluster is split into two distinct 

clusters. Top panel: left frontal cluster (see Figure 3A). Bottom panel: left occipito-parieto-

central cluster. Congruent: when the first flickering unit matched the first syllable. Incongruent: 

when the first flickering unit did not match the first syllable. Power is collapsed across the 

significant electrode cluster. Shadows represent standard error of the means (SEMs) adjusted to 

correctly reflect the variance in the within-subject design (Morey, 2008). 

 

3.2 SSVEP in source space. Testing for the syllable congruency effect in the four time 

windows, [50-250 msec], [350-550 msec], [650-850 msec], and [1050-1250 msec], the cluster-

based permutation test revealed a significant difference between the congruent and the 

incongruent conditions in the [50-250 msec] and [350-550 msec] time windows.  

Figure 5A shows the activation map for the syllable congruency effect in the [50-250 

msec] window. The congruency effect emerged from medial areas centered around the right 

middle cingulum [0 -25 35], in which there was greater activation for the congruent syllable 

condition compared to the incongruent condition (t(17) = 5.17, p<.05). The cluster included also 

the posterior cingulum, the supplementary motor area (SMA), the paracentral lobule bilaterally, 

and, exclusively on the right, the precentral gyrus, the frontal superior and middle gyri, the 

thalamus, the caudate nucleus, the post central gyrus, the anterior cingulum, the precuneus and 

the hippocampus. Figure 5B shows the individual plots of the source estimates for the syllable 

congruency effect in the [50 250] window. 
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Figure 5. Cortical sources of the syllable congruency effect at the [50 250] window. (A) 

Statistical maps (masked at cluster-corrected P< 0.05) comparing the source reconstructed 

SSVEPs between the congruent and incongruent conditions localized the congruency effect to 

medial areas centered around the right middle cingulum [0 -25 35]. (B) The individual brains 

show the difference in source spectral power (pow) between the Congruent and Incongruent 

conditions. The box on the bottom right represents the statistical map between the two conditions 

across all subjects (masked at cluster-corrected p < .05). 

 

 

Figure 6A shows the activation map for the syllable congruency effect in the [350-550 

msec] window. The congruency effect emerged from a left top area centered around the 

precentral and frontal middle gryi [-35 00 55], in which there was greater activation for the 

congruent syllable condition compared to the incongruent condition (t(17) = 3.80, p<.05). This 
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cluster included also the precentral and postcentral gyri, the parietal superior and inferior lobule, 

the frontal superior gyrus, the insula, the rolandic operculum, the supramarginal and angular 

gyri. Figure 6B shows the individual plots of the source estimates for the syllable congruency 

effect in the [350 550] window. 

 

 

Figure 6. Cortical sources of the syllable congruency effect at the [350 550] window. (A) 

Statistical maps (masked at cluster-corrected P< 0.05) comparing the source reconstructed 

SSVEPs between the congruent and incongruent conditions localized the syllable congruency 

effect to left top areas centered around the precentral and frontal middle gryi [-35 00 55]. (B) The 

individual brains show the difference in source spectral power (pow) between the Congruent and 

Incongruent conditions. The box on the bottom right represents the statistical map between the 

two conditions across all subjects (masked at cluster-corrected p < .05). 

Commenté [VC8]: Same remarks 
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4. Discussion 

 

In the present study, we directly assessed the spatio-temporal dynamics of syllable 

processing by tagging the brain responses (SSVEPs) associated with different word segments 

using distinct stimulation frequencies simultaneously. The flickering segment could either match 

(i.e., congruent condition) or not match the first syllable (i.e., incongruent condition). The largest 

SSVEPs were observed in the congruent condition (see Figure 3), which supports the idea that 

syllables are more relevant units than simple bi/trigrams in processing written words.  

The rich literature concerning the role of the syllable in reading has shown that it affects 

visual word recognition at different and multiple stages, sometimes in contrasting ways. Early 

facilitatory effects of syllable congruency seem to correspond to the structural parsing of the 

written word, i.e. syllabification (Álvarez, Carreiras, & Perea, 2004; Carreiras et al., 2005; 

Conrad, Tamm, Carreiras, & Jacobs, 2010). Syllable frequency, on the other hand, has an 

inhibitory effect on lexical access (Alvarez, et al., 2000; 2001; Carreiras, et al., 1993; Carreiras 

& Perea, 2002; Conrad & Jacobs, 2004; Mathey & Zagar, 2002; Perea & Carreiras, 1998), which 

stands in contrast to the facilitatory effects obtained for other frequently occurring sublexical 

units, such as bigrams or trigrams (see Dehaene, et al., 2005; Hannagan, Ziegler, Dufau, Fagot, 

& Grainger, 2014). The facilitatory syllabic parsing and the inhibitory syllable frequency effect 

have been successfully simulated with a computational model that includes an additional layer 

containing syllable representations (Conrad et al., 2010). However, the nature of this 

representation is still elusive. On the one hand, the comparison between orthographically and 



24 MONTANI 
 

phonologically defined syllables showed that the inhibitory effect is attributable to the 

phonological syllable, which suggests that competition takes place within the phonological 

lexicon (Conrad et al., 2007). On the other hand, facilitatory syllable priming and syllable 

frequency effects observed in reading aloud seem to originate at the level of phonetic encoding 

(Cholin, & Levelt, 2009; Laganaro, & Alario, 2006). Finally, syllables are hypothesized to be 

stored as packages of abstract motor programs at a postlexical level (Crompton, 1981; Levelt, & 

Wheeldon, 1994; MacNeilage, 1998).  

The major strength of our approach is that we could directly measure the neural response 

associated with the processing of syllables and potentially shed light on its various roles in 

reading (but see section 4.6 Limitations). In the following sections, we will suggest a possible 

interpretation of our findings that may provide a unified framework for the seemingly disparate 

effects summarized above. However, we will start the discussion by giving a hypothetical 

mechanistic account of the increased SSVEP for syllables. 

 

 

4.1 Neural mechanisms of SSVEP 

 

The exact mechanism behind the generation of SSVEPs is still debated (e.g. Capilla, 

Pazo-Alvarez, Darriba, Campo, & Gross, 2011; Klimesch, Sauseng, Hanslmayr, Gruber, & 

Freunberger, 2007; Srinivasan, Bibi, & Nunez, 2006). Here, we propose a possible explanation 

for the increased power in the congruent syllable condition on the basis of what is known about 

SSVEP, neural oscillations, and the role of syllables in language processing. 

Neural activity follows spontaneously a changing stimulus producing steady-state 
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potentials. In the auditory domain, entrained cortical activity, which is tuned to the syllabic 

rhythm of speech (see e.g., Giraud & Poeppel, 2012), can be measured when subjects listen to 

sentences or spoken passages (for review, see Ding & Simon, 2014). The SSVEP seems to derive 

from the entrainment of an internal oscillator by the external rhythmic driving force (Notbohm, 

Kurths, & Herrmann, 2016), possibly by the way of phase alignment (e.g., Kashiwase, 

Matsumiya, Kuriki, & Shioiri, 2012; Moratti Clementz, Gao, Ortiz, & Keil, 2007). 

In general, the amplitude changes in oscillatory activity are thought to arise from the 

synchronization of neural activity in distributed networks (Pfurtscheller & da Silva, 1999). 

According to a very influential model of neural oscillations, the temporal synchrony between 

neurons is crucial for perceptual processing (for reviews, see Buzsáki, 2010, 2004; Fries, 2005; 

Varela, Lachaux, Rodriguez, & Martinerie, 2001). In that view, representational information, 

such as for example object identity or word meaning, is stored in flexible cell assemblies, 

transiently synchronized by dynamic connections. Put in other words, the representation of 

familiar, significant or meaningful items is based on assemblies of strongly connected sets of 

neurons that behave in a functionally coherent manner (Garagnani  Lucchese, Tomasello, 

Wennekers, & Pulvermuller 2017; Pulvermüller, Garagnani, & Wennekers, 2014). 

Consequently, because syllables are important functional units in language processing (Geiser, 

Zaehle, Jancke, & Meyer, 2008; Levelt et al., 1999; MacNeilage, 1998; Ordin, Polyanskaya, 

Laka, & Nespor, 2017; Ramus et al., 1999), their neural representation should be characterized 

by more coherent neural dynamics and larger networks (including stronger connections with 

sensorimotor areas and associations with higher-order regions) compared to simple bi-or 

trigrams of letters. 

Moreover, it is generally assumed that larger SSVEP responses are caused by more 
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efficient network dynamics (Zhang, Guo, Cheng, Yao, & Xu, 2015). That is, the flickering 

stimulus causes cortical entrainment and the resulting wave-like activity could “travel” more 

easily through a preconfigured assembly rather than a relatively “disorganized” set of neurons. 

Indeed, in a previous study, we have shown that written words showed larger SSVEPs than 

pseudowords and high-frequency words showed larger SSVEPs than low-frequency words 

(Montani et al., 2019). In the same vein, we suggest that the processing of syllables is 

characterized by larger SSVEP responses because the wave-like activity generated by the 

periodic stimulation might "travel" more easily through a selectively synchronized neural 

network in the case of existing syllables as compared to sequences of letters that do not match 

syllables. The fact that cortical entrainment was more efficient for syllables than for non-syllabic 

bi- or trigrams is in line with the idea that syllables are important functional units in reading (e.g. 

Carreiras et al, 2009, Conrad & Jacobs, 2004) and explains the facilitatory effects previously 

observed in masked priming (e.g., Alvarez et al., 2004; Carreiras & Perea, 2002; Carreiras, et al., 

2005; Ferrand et al., 1996), in the color-congruency paradigm (Carreiras et al, 2005; 2009), or in 

the word-spotting paradigm (Alvarez et al., 2016). 

It is interesting to note that we did not find any evident intermodulation (IM) terms, i.e. 

responses at frequencies not present in the stimulus but related to the input frequencies as sums 

(e.g. F1+F2 = 43.75) or differences (e.g. F2-F1 = 6.25) of the different harmonics of the stimulus 

frequencies (Norcia et al., 2015). IM response components reflect convergence processes and the 

integration of the constituent parts of the object in a unified representation, such as, for example, 

perceptual binding in binocular rivalry (Sutoyo & Srinivasan, 2009), integration of flickering 

horizontal and vertical bars to a moving square (Aisssani, Cottereau, Dumas, Paradis, & 

Lorenceau, 2011), perception of illusory contours (Gundlach & Muller, 2013), ‘holistic’ 
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responses to faces (Boremanse, Norcia, & Rossion, 2014). Manipulations that breaks the ‘whole’ 

percept into its constituent parts, such as spatial separation by a gap of the two halves of a face 

(Boremanse et al., 2014) or introducing a discontinuity in figure/background interactions 

(Appelbaum, Wade, Pettet, Vildavski, & Norcia, 2008) have shown to considerably reduce or 

even abolish most of the IM responses. In the present paradigm, a hypothetical IM component 

would have reflected the convergence of the visual processing of the first and second segment, 

flickering at 18.75 Hz and 25 Hz respectively. Therefore, the absence of IM components 

suggests that the constituent parts of the written word (letters) are processed as distinct units 

rather than fused into a single unified percept. On the other hand, the information related to the 

word converges into a ‘word as a whole’ at a different and more advanced level of processing 

that it is likely not captured by the IM components. 

 

 

4.2 Time course of syllable congruency effects 

 

The syllable congruency effect emerged rather late in time, around 1000 msec, in the left 

posterior hemisphere (Fig 4B bottom panel), and progressively extended to the left anterior 

hemisphere (Fig 4B top panel), and to the center, slightly later (Fig. 4A). The left anterior scalp 

location of the effect is consistent with the left frontal distribution of the ERP syllable–color 

congruency effect found by Carreiras et al. (2005).  However, the syllable–color congruency 

effect shows to affect the processing of written words much earlier, in the P200 window, and 

importantly, before the effect of lexical frequency. Consequently, it has been suggested that the 

syllable-color congruency effect taps early syllabic segmentation processes (Carreiras et al., 

Commenté [JZ9]: Highly speculative and the IM concept 
hasn’t been introduced before, neither in the hypotheses 
nor in the results. I would take it out. 
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2009). In contrast, the present late effect of the SSVEP modulation seems to suggest that the 

syllable ‘advantage’ for the congruent condition (in the sense proposed in the previous section, 

4.1 Neural mechanisms of SSVEP) emerges from some late process, such as the planning of the 

articulatory output, in line with the hypothesis that facilitatory effects of syllables operate at the 

level of output phonology  (e.g., Alvarez, et al., 2016; Carreiras, & Perea, 2004; Cholin, & 

Levelt, 2009; Ferrand et al., 1996; Laganaro, & Alario, 2006). To explain the facilitatory effect 

of the syllable frequency in tasks that require a spoken response, it has been proposed that 

accessing a high-frequency syllable in the mental syllabary is faster than accessing a low-

frequency syllable (Levelt & Wheeldon, 1994). Here, we hypothesize that the network tagged by 

the flickering stimulation in the congruent condition, i.e. the syllable representation, had 

privileged access to the mental syllabary compared to simple bi-or trigrams of letters. However, 

there was also an early initial advantage starting around 200 msec for the congruent condition in 

the left-occipito-parietal area, which was no longer significant after correction. This temporal 

pattern therefore, partially resembles the syllable-color congruency effect  suggesting the 

existence of some sort of connection between the two phenomena.  

 

 

4.3 Neural generators of the syllable congruency effect in the [50 250] window 

 

The source localization of the syllable congruency effect showed a significant effect in 

the [50 250] window, which reflected greater activation for syllables compared to simple 

bi/trigrams. We found a large cluster extending from a mesial area to the right hemisphere 

(Figures 5). The peak of activation was located in the left and right middle cingulum. The cluster 
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included also the thalamus, the precuneus, the hippocampus, the caudate nucleus, the 

supplementary motor area (SMA), the dorsolateral prefrontal cortex (dlPFC), and sensorimotor 

areas. Overall, these areas are structurally and functionally connected establishing the fronto-

striatal circuits that mediate motor control and executive functions (e.g., Miller & Cohen, 2001; 

Jahanshahi, Obeso, Rothwell, & Obeso, 2015; Morris Kundu, Dowell, Mechelmans, Favre et al., 

2016; and Bohland & Guenther, 2006; Ghosh, Tourville, & Guenther, 2008, Riecker, Mathiak, 

Wildgruber, Erb, Hertrich et al., 2005a for speech motor control). These areas are involved in 

response selection when there are multiple competing responses (Arsalidou, Duerden, & Taylor, 

2013; Bush, Luu, & Posner, 2000; Grahn, Parkinson, & Owen, 2008; Hazy, Frank, & O’Reilly, 

2006; Munakata, Herd, Chatham, Depue, Banich, & O’Reilly, 2011; Ullman, 2004; Wenderoth, 

Debaere, Sunaert, & Swinnen, 2005). It is tempting to speculate that activation of these areas is 

due to competition between words that share the same syllables (inhibitory syllable frequency 

effect). Indeed, it has been hypothesized that high-frequency syllables activate a larger number 

of word candidates compared to low frequency syllables (Carreiras et al., 1993, 2009) and the 

subsequent competition among different lexical entries requires the involvement of areas devoted 

to response selection (Carreiras et al., 2009).  

The pattern of activation we found at [50 250] was partially right lateralized and 

encompassed regions associated with motor control. This is in line with the idea that visual word 

recognition implicates the fast activation of the motor plans associated with syllable articulation. 

The syllable is as a key unit for speech motor output (MacNeilage, 1998) and the basic motor 

execution processes of speech control are organized bilaterally (Riecker et al., 2005b; Riecker, 

Brendel, Ziegler, Erb, & Ackermann, 2008). According to Levelt et al. (1999), most of the 

articulatory work is done by a small set of syllables that are stored as units in a mental 
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’syllabary’ (Levelt et al., 1999). The syllabary consists of highly over-learned and complete 

gestural patterns associated to high-frequency syllables and which need not be recomputed each 

time. Therefore, the pattern of activation at [50 250] could specifically represent the neural 

correlate of a direct route that links the subcortical structures (i.e. cingulate cortex) implicated in 

visual perception to the motor routines representing the articulatory programs of syllables 

(Amiez, Hadj-Bouziane, & Petrides, 2012).  

Critically, the key structures for the generation of the syllabic frames (i.e. each cycle 

generated by the rhythmic alternation between an open and closed mouth) in the frame/content 

theory of speech production are the anterior cingulate and the SMA (MacNeilage, 1998). 

Syllables are fundamental units in determining speech rhythm (Geiser et al., 2008) and speech 

intelligibility depends strongly on syllabic structure (Ramus et al., 1999) and syllable rhythm 

(Ghitza & Greenberg, 2009). A large number of studies on interval timing, duration perception, 

rhythm cognition supports the critical role of the same cortico-basal ganglia-thalamic circuits 

that we found associated with the ‘syllable’ condition (e.g., Alm, 2004; Gu, van Rijn, & Meck, 

2015; Matell & Meck, 2004; Schirmer, 2004; Teki & Griffiths, 2016; Trost, Fruhholz, Schon, 

Labbe, Pichon, Grandjean, & Vuilleumier, 2014; Wiener, Turkeltaub, & Coslett, 2010). While 

the left hemisphere is sensitive to fast events (20-50 ms), the right hemisphere is more sensitive 

to events at the time scale of syllables (150-250 ms; Boemio, Fromm, Braun, & Poeppel, 2005; 

Poeppel, 2003). The perception of suprasegmentally modulated speech rhythm in the time range 

of syllables (150-200 ms) recruited specifically the SMA bilaterally, the cingulate gyrus and the 

insulae, and exclusively on the right, the striatum and the frontal inferior gyrus (Geiser et al., 

2008). To conclude, overall the different aspects of the scenario depicted so far indicate a 

remarkable consistency between our findings and the neural network that is hypothesized to be 
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responsible for the control of syllables production/perception in speech.  

The present cluster of activation includes the regions associated with the syllable-color 

congruency effect as reported in an fMRI study, i.e. precuneus/paracentral gyrus, superior frontal 

gyrus and thalamus (Carreiras et al., 2009). In addition, the ERP timing of the syllable-color 

congruency effect (i.e., P200) corresponds to the present time window (Carreiras et al., 2005). 

Therefore, as noted earlier, there seems to be a clear connection between the SSVEP syllable 

‘advantage’ and the syllable-color congruency effect.  Early syllabic effects have been associated 

with a syllabic parsing mechanism, or ‘syllabic route’, where some sort of syllable 

representations mediate between the low-level visual processing stage and the word (lexical) 

level (Álvarez, et al., 2004; Carreiras et al., 2005; Conrad, et al., 2010). Because of the relevance 

of the motor aspects in defining the brain network that instantiates the syllable representation 

(e.g., MacNeilage, 1998), it is possible that the ‘syllabic route’ directly connects the sublexical 

orthographic representations to the representations of syllable in the form of articulatory gestures 

(Ferrand et al, 1996).  Therefore, the pre-activation of the network that might be responsible for 

the facilitatory effect at the production stage would also, in some way, mediate the syllabic 

segmentation at the first stages of the recognition process. 

However, the present paradigm required participants to name aloud, while the findings 

associated with the syllable-color congruency effect were obtained with the lexical decision task. 

Because our participants were required to name aloud, the activation of regions associated with 

motor control could be exclusively attributed to motor planning. More research is needed to 

explore the role of motor plans in the decoding process in a task that does not require a spoken 

response. 
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4.4 Neural generators of the syllable congruency effect in the [350-550] window 

 

The pattern of activation that we found in the [350-550 msec] window was entirely left 

lateralized (Fig. 6) and basically included most of the left hemisphere areas historically 

considered as the neural substrate of language processing (Price, 2012). Specifically, the peak of 

activation was located in the precentral gyrus and in the middle frontal gyrus. The cluster 

included also the frontal inferior operculum, the frontal superior gyrus, the rolandic operculum, 

the insula, the post central gyrus, the parietal superior lobule (SPL), the supramarginal gyrus 

(SG) and the angular gyrus (AG). 

As suggested for the earlier time window, sensorimotor regions are often argued to be a 

part of cell assemblies that represent written or spoken words (Pulvermüller & Fadiga, 2010; 

Strijkers & Costa, 2016). However, in contrast to the previous cluster, the areas of the left cluster 

have been specifically associated with phonological processing (Price, 2012) and the sequencing 

of subsyllabic information in overt speech production (e.g. Riecker et al. 2008). In the context of 

the frame/content theory (MacNeilage, 1998), one could argue that this cluster of activation 

reflects the neural correlate of the segmental (phonological) content, i.e. the modulation of the 

basic cycle (frame) in the form of different consonants and vowels  (MacNeilage, 1998; Bohland 

Bullock, & Guenther, 2010). 

The left ventrolateral prefrontal cortex (VLPFC) has been identified as playing a critical 

role in resolving conflict among multiple competing representations (e.g., Badre, Poldrack, Pare-

Blagoev, Insler, & Wagner, 2005; Han, O’Connor, Eslick, & Dobbins, 2011; Rodriguez-Fornells 

van der Lugt, Rotte, Britti, Heinze, & Munte, 2005; Thompson-Schill, D’Esposito, Aguirre, & 

Farah, 1997). The left inferior frontal gyrus (IFG) has been specifically associated with the 
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resolution of lexical competition (Schnur, Schwartz, Kimberg, Hirshorn, Coslett, & Thompson-

Schill, 2009) and verbal suppression in a semantic task (De Zubicaray, Zelaya, Andrew, 

Williams, & Bullmore, 2000). Therefore, even the involvement of the left frontal regions could 

be explained in terms of selection of the correct candidate and inhibition of competing candidates 

(Levelt et al., 1999). 

With respect to the recruitment of the parietal lobe, the superior parietal lobule (SPL) 

seems to be involved in a variety of cognitive processes, such as visually guided visuomotor 

functions, visual perception, spatial cognition, reasoning, working memory, and attention (Wang, 

Yang, Fan, Xu, Li, et al., 2015). The inferior parietal lobe is an important constituent of the 

cortical language network (Binder, Desai, Graves, & Conant, 2009; Graves, Desai, Humphries, 

Seidenberg, & Binder, 2010; Price, 2012), and its specific contribution to visual word 

recognition has been documented (Sliwinska, James, & Devlin, 2015; Stoeckel, Gough, Watkins, 

& Devlin, 2009). There is substantial evidence connecting the supramarginal gyrus to 

phonological processing (e.g., Graves et al., 2010; Sliwinska, James, & Devlin, 2015; Vigneau et 

al., 2006), while the angular gyrus seems to be involved in semantic processes or complex high-

level integration of information (e.g. Seghier, 2013, for review). However, Takashima et al. 

demonstrated that the learning of novel syllables was associated with increased activity primarily 

in the angular gyrus and the precuneus (Takashima et al., 2014). Because their syllables were 

meaningless, the authors interpreted the finding as evidence that those areas code for 

orthography-phonology associations from small grapheme-phoneme conversion to larger units 

entailing syllables. 

 

4.5 Cross-language differences 
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The importance of phonological syllables as functional units in reading has been 

confirmed not only in French and Spanish but also in other languages, such as German (e.g. 

Conrad, Stenneken, & Jacobs, 2006; Conrad & Jacobs, 2004; Hutzler et al., 2004), Greek 

(Protopapas & Kapnoula, 2016), and Finnish (Häikiö, Hyönä, & Bertram, 2015). In contrast, 

investigations in English have produced mixed results (see e.g., Taft, 2001). English is 

characterized by inconsistent spelling-to-sound correspondence (Ziegler, Stone & Jacobs, 1997) 

as well as poorly marked syllable boundaries. Thus, the syllable may be less functional in 

English than in other languages. In a corpus-based analysis of lexical decision and naming in 

English, Macizo and Van Petten (2006) found a facilitatory effect of frequent syllables in 

naming, and importantly, in lexical decision as well. The finding in lexical decision is in contrast 

with the inhibitory effects reported for languages in which syllables are more salient units, such 

as Spanish or German. They concluded that phonological codes in English are accessed more 

slowly and do not lead to the activation of similar-sounding competitors quickly enough to 

interfere with visual lexical decision. On the other hand, there is ERPs evidence for an early 

activation of phonological representations of syllables even in English (Ashby, 2010; Ashby & 

Martin, 2008). In future work, SSVEPs might give further insights into the effects of syllables 

and syllable frequency in English. If it is the case that the longer processing times of English 

syllables prevent the spread of activation to competing entries, we would predict a different 

pattern of neuronal activity with no or minimal involvement of the fronto-striatal circuits in 

English.  

 

4.6 Limitations 



MONTANI 35 
 

 

The location of the generators that gave rise to the scalp potential map can be estimated 

with reasonable precision (Michel & Murray, 2012, Michel et al., 2004) and the high signal-to-

noise ratio of the SSVEP provides an advantage over standard ERP approaches (Norcia et al., 

2015). However, the results from the source reconstruction need to be interpreted with caution 

because the relatively low-density electrical recording adopted in the present study implies a 

certain degree of uncertainty and approximation in the localization of the neural sources 

(Sohrabpour, Lu, Kankirawatana, Blount, et al., 2015; Song, Davey, Poulsen, et al., 2015). Also, 

the steady-state responses in different frequency bands showed different sensitivities to physical 

stimulus parameters (Regan, 1989). Therefore, the specific stimulation frequency adopted to 

elicit the SSVEPs (18.75 Hz in the present study) could entrain the specific functional networks 

in which natural frequencies might match the flicker frequency (Ding, Sperling, & Srinivasan 

2005; Srinivasan, Bibi, & Nunez, 2006). Future investigations are needed to systematically 

explore the use of different frequencies. 

 

4.7 Conclusion  

 

In the present study, we found a clear-syllable congruency effect in SSVEP power at the 

stimulation frequency of 18.75Hz. Thus, frequency tagging in a SSVEP paradigm provided direct 

evidence that the brain processes the syllable as a functional unit in reading aloud. At the sensor 

level, the syllable congruency effect occurred rather late, which suggests that it takes some time 

for rhythmic entrainment to the stimulation frequency to reach a measurable level of intensity at 

the sensor level.  
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However, at the source level, we found significant syllable congruency effects in the two 

time windows that have been previously reported in ERP studies, around 150 and 450 ms. Source 

reconstruction suggested the early involvement of a right-hemisphere network associated with 

overt speech production in favor of the idea that the motor system is part of the neural 

representation of syllables, as suggested by speech production theories (Bohland & Guenther, 

2006; Levelt et al., 1999; MacNeilage, 1998). In the subsequent time window [350 550] ms, the 

syllable congruency effect showed up in the left phonological processing areas, a finding that can 

be taken to suggest that the print-to-sound mapping might operate at the level of syllable-sized 

frames (e.g., MacNeilage, 1998).  

The involvement of the frontal areas was interpreted to reflect response selection and 

inhibition of competing responses (Carreiras et al., 2009). The activation of the right executive 

function network could suggest the recruitment of a domain-general control process. Overall, and 

in line with the most recent views on word perception and production (Strijkers, Costa & 

Pulermüller, 2017; Ziegler Montant, Briesemeister, et al., 2018), our findings argue against a 

strictly serial architecture of written word processing, and rather support the existence of a highly 

interactive framework characterized by a system-wide integration of re-entrant activity (Carreiras, 

et al., 2014; Whaley, Kadipasaoglu, Cox, & Tandon, 2016). 
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