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Abstract

A typical Branch and Bound algorithm for Max-SAT computes the lower bound

by estimating the number of disjoint Inconsistent Subsets (IS) of the formula.

The IS detection is ensured by Simulated Unit Propagation (SUP). Then, the

inference rule for Max-SAT, Max-SAT resolution, is applied to ensure that the

detected IS is counted only once. Learning Max-SAT resolution transformations

can be detrimental to the algorithm performance, so they are usually selectively

learned if they match certain patterns. In this paper, we study the impact of the

transformations by Max-SAT resolution on the SUP mechanism, indispensable

for IS detection. We introduce the notion of UP-resilience of a transformation

which quantifies this impact and provides, from a theoretical point of view,

an explanation to the empirical efficiency of the learning schemes developed in

the last ten years. We also focus on recently introduced patterns called Unit

Clause Subsets (UCSs). We characterize the transformations of certain UCSs

using UP-resilience and we explain how our result can help extend the current

patterns. Finally, we present empirical observations that support the relevance

of the UP-resilience property and further consolidate our theoretical results.
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1. Introduction

The maximum satisfiability (Max-SAT) problem is an optimization exten-

sion of the satisfiability (SAT) problem. For a given formula in Conjunctive

Normal Form (CNF), it consists in finding an assignment of the variables which

maximizes the number of satisfied clauses. Complete methods for this prob-

lem include SAT based approaches (e.g. RC2 [3], MAXHS [4], OPEN-WBO

[5], EVA [6], WPM1 [7]) and Branch and Bound (BnB) algorithms (e.g. AH-

MAXSAT [8], MiniMaxSAT [9], AKMAXSAT [10], MAXSATZ [11, 12]) among

others. The former which iteratively call SAT solvers are particularly efficient

on industrial instances while the latter are competitive on random and crafted

instances.

BnB based approaches construct a search tree and compute, at each node,

the Lower Bound (LB) by counting the disjoint Inconsistent Subsets (ISs) of the

formula using Simulated Unit Propagation (SUP) [13]. When an IS is found,

it is either temporarily deleted or transformed by Max-SAT resolution, the in-

ference rule for Max-SAT [14, 15], to ensure that it will be counted only once.

However, learning Max-SAT resolution transformations, i.e., memorizing them

in the current subtree (including the current node), may affect negatively the

quality of the lower bound estimation [1, 12, 16]. Therefore, state of the art

solvers learn transformations selectively mainly in the form of patterns [12].

Recently, new patterns called Unit Clause Subsets (UCSs) were introduced

and empirically studied in [16]. The most significant feature of these patterns

is producing unit clauses after the transformation by Max-SAT resolution. The

propagation of these clauses may lead to the detection of more ISs. The empiri-

cal study of these patterns lead to the first observations on the relation between

Max-SAT resolution transformations and the efficiency of the SUP mechanism

which is indispensable for the lower bound estimation.

In this paper, we formally state these observations by introducing a new

property called UP-resilience. More specifically, we study the impact of the
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Max-SAT resolution transformations on the SUP mechanism. We show that in

some cases the information which can be used by SUP in the original formula

are, after transformation, fragmented in several clauses. In such situation, SUP

may be less efficient in the transformed formula than in the original one. We

introduce the notion of UP-resilience to characterize the transformations which

are not affected by fragmentation and more generally to measure the impact of

the transformations on the SUP mechanism. We show that according to this

criterion, the most used learning scheme based on patterns does not affect SUP.

This contributes to explain from a theoretical point of view the empirical results

obtained in the last ten years on the development of inference rules [12]. Also,

in the context of a new approach to extend the current learning mechanisms, we

conduct a theoretical study on particular UCS patterns and, more specifically,

their relation with UP-resilience: we prove that binary UCSs are UP-resilient

and we generalize this result on UCSs where only one clause of any size is

involved in the conflict. Furthermore, we explain how our results can help extend

the current patterns by showing that the current mechanisms in BnB solvers

can’t ensure UP-resilience for these patterns. Finally, we present empirical

observations that also support the relevance of the UP-resilience property.

This paper brings together, highlights and extends results presented in previ-

ous conference publications [1, 2]. In particular, the notion of UP-resilience was

first introduced and used to quantify the impact of Max-SAT resolution trans-

formations on the SUP mechanism in [1]. Moreover, binary UCSs and UCSs

patterns where only one clause of any size is involved in the conflict were proven

to be UP-resilient in [2]. In this paper, we extend those results by showing

that application orders can have a direct impact not only on the UP-resilience

of certain literals appearing in the detected IS but also on the UP-resilience

of the whole Max-SAT resolution transformation of the IS. Furthermore, we

provide a proof for the UP-resilience of one of the major patterns, which does

not correspond to a UCS, thus reinforcing our observations on the relevance of

this property. We also provide more detailed experiments and new empirical

results on partial instances. Finally, this paper includes a thorough background
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on Branch and Bound algorithms for Max-SAT and on the use of Max-SAT

resolution in this context.

This paper is organized as follows. In Section 2, we give basic definitions

and notations and we present a brief overview of BnB solvers for Max-SAT.

In Section 3, we describe the fragmentation phenomenon as a motivation to

our work. We introduce the notion of UP-resilience in Section 4 and we show

how it highlights the impact of Max-SAT resolution transformations on the

SUP mechanism. In Section 5, we conduct a theoretical study on particular

UCS patterns and, more specifically, their relation with UP-resilience and we

show the limits of the current mechanisms. In Section 6, we present empirical

evidence on the relevance of UP-resilience. Finally, we conclude and we give

some prospective points for future work in Section 7.

2. Preliminaries

2.1. Definitions and Notations

Let X be a set of propositional variables. A literal l is a variable x ∈ X or its

negation x and a clause is disjunction of literals, represented as a set of literals.

A formula in Conjunctive Normal Form (CNF) is a conjunction of clauses and

can be represented as a set of clauses. An assignment I : X −→ {true, false}

maps each variable to a Boolean value and is represented as a set of literals. For

a given literal l, var(l) denotes the variable appearing in l. A clause c is satisfied

by an assignment I if at least one of its literals is satisfied, i.e., ∃l ∈ c such that

l ∈ I. The empty clause � is always falsified. For a unit assignment I = {l},

we denote by Φ|I the formula obtained by reducing Φ by I, i.e, Φ|I = {c ∈

Φ | {l, l} ∩ c = ∅} ∪ {c \ {l} | c ∈ Φ, l ∈ c}. This notation can be extended to

any assignment I = {l1, l2, . . . , lk} as follows: Φ|I = (. . . ((Φ|{l1})|{l2}) . . . |{lk}).

An Inconsistent Subset (IS) of a formula Φ is an unsatisfiable set of clauses

ψ ⊆ Φ. Solving the Max-SAT problem consists in finding an assignment which

maximizes the number of satisfied clauses for a given CNF formula. There exists

other variants of Max-SAT (weighted, partial and weighted partial Max-SAT)
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which are not considered in this paper. Nevertheless, the presented results can

be easily extended to these variants.

2.2. Branch and Bound Solvers for Max-SAT

2.2.1. Outline

Branch and Bound (BnB) algorithms for Max-SAT explore the search space

by constructing a binary search tree while maintaining two values: the Upper

Bound (UB) and the Lower Bound (LB) which correspond respectively to the

best computed solution so far and to the estimation of the best accessible so-

lution. In each node of the search tree, the current assignment is extended, if

possible, using rules such as Pure Literals (PL) and Dominating Unit Clause

(DUC) [17]. Then, the value of LB is computed and compared to UB. If it is

greater, finding a better solution in the current sub-tree is not possible and,

thus, the algorithm backtracks. If a complete assignment is reached, the UB

value is updated and a backtrack is performed. Else, an unassigned variable is

chosen using a branching heuristic [8, 9, 10, 11]. These steps are repeated until

the whole search space is explored. As the efficiency of BnB algorithms depends

on the quality of LB, it is important to note that state of the art BnB Max-SAT

solvers use powerful mechanisms to compute a more accurate LB estimation

enabling more cuts in the search tree and, thus, faster solving.

2.2.2. LB Estimation

The LB estimation is one of the most critical components of a BnB Max-

SAT algorithm. Indeed, computing lower bounds with better quality entails

more cuts in the search tree and, thus, faster solving. However, as these compu-

tations are done frequently during the search, the time devoted to them is closely

correlated to the speed of the solver and, therefore, its efficiency. So, it is impor-

tant to strike a balance between the computation time for LB and its quality. A

simple estimation for LB is the number of the falsified clauses of the formula Φ

by the current assignment I. Formally, LB = falsified_clauses(Φ|I) = |{c ∈ Φ |

c|I = �}|. As this simple estimation is often quite far from the best accessible
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solution, BnB Max-SAT solvers refine it by calculating the number of disjoint

Inconsistent Subsets (ISs) in the simplified formula Φ|I , where I is the current

assignment, using Simulated Unit Propagation (SUP) [13].

SUP replicates the Unit Propagation (UP) mechanism, used in SAT solvers

and which consists in iteratively satisfying the literals appearing in unit clauses

until a conflict is found (an empty clause), to detect ISs. However, UP is not

a valid inference rule for Max-SAT, i.e., it does not necessarily maintain the

number of falsified clauses for each assignment. Thus, the variable assignments

made by UP are not added to the current assignment after the LB estimation.

More specifically, these variable assignments are stored in a separate tempo-

rary assignment extension. That is why we say that BnB Max-SAT algorithms

simulate UP and we refer to this mechanism as Simulated Unit Propagation.

The propagation steps generated by SUP can be represented by an implication

graph [18] defined as follows in the context of BnB solvers for Max-SAT:

Definition 1 (Implication Graph of an IS). Let ψ be an IS of a CNF formula Φ

and I an assignment. We suppose that exactly one clause is falsified by I (SUP

stopped when the first empty clause is generated). An implication graph of ψ is

a directed acyclic graph G = (V,A) defined as follows:

• V = {l ∈ I} ∪ {�c | c ∈ ψ and |c| = 1} ∪ {�}

• A = {(l, l′, c) | l, l′ ∈ I and c ∈ ψ is reduced by l and propagates l′}
⋃

{(�c, l, c) | l ∈ I and c = {l} ∈ ψ}
⋃

{(l,�, c) | l ∈ I and c ∈ ψ is falsified by I and l ∈ ψ}

The directed edges are labeled by clauses and the nodes � are omitted in G.

Notation. For an implication graph G and a literal l ∈ V (possibly �), we

denote :

• predG(l) (resp. succG(l)) the predecessors (resp. successors) of l in G

• neighG(l) = predG(l) ∪ succG(l)

• srcG(l) the clause that lead to the propagation of the literal l in G
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The index G will be omitted if there is no confusion.

When an IS is detected, it must be counted only once in the LB estimation.

To this end, detected ISs are treated using two methods: they are either tem-

porarily deleted or transformed by Max-SAT resolution. The deletion of ISs has

several advantages: it is less time-consuming and it doesn’t increase the size

of the formula. However, it produces a formula that is not equivalent to the

original and, thus, that may contain less ISs. Therefore, this method applies

local changes on the formula that are only preserved during the LB estimation

in the current node. In the next section we explain the second method which

transforms ISs using Max-SAT resolution.

2.2.3. Max-SAT resolution Transformation

The most used method to treat ISs, outlined in Algorithm 1, is based on

the Max-SAT resolution inference rule defined below. A Max-SAT resolution

transformation requires an implication graph describing the sequence of prop-

agations leading to the detection of the IS. The transformation is usually done

in the reverse order of propagation. The treatment performed by Max-SAT

resolution(Φ, c1, c2, var(l)) (line 6 in Algorithm 1) consists in deleting the clauses

c1 and c2 and adding the compensation clauses and the resolvent clause cr (also

returned after the transformation) to the formula as described in the Max-SAT

resolution rule defined as follows:.

Definition 2 (Max-SAT resolution [14, 15]). The inference rule for Max-

SAT, max- resolution, is defined as follows:

c = {x, y1, ..., ys}, c′ = {x, z1, ..., zt}
cr = {y1, ..., ys, z1, ..., zt}, cc1, ..., cct, cct+1, ..., cct+s

where the compensation clauses are defined as follows:
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cc1 = {x, y1, ..., ys, z1}

cc2 = {x, y1, ..., ys, z1, z2}

. . .

cct = {x, y1, ..., ys, z1, ..., zt−1, zt}

cct+1 = {x, z1, ..., zt, y1}

cct+2 = {x, z1, ..., zt, y1, y2}

. . .

cct+s = {x, z1, ..., zt, y1, ..., y2, ys}

Remark. Unlike the SAT inference rule, Max-SAT resolution replaces the premises

in the rule by its conclusions. In addition, it produces an equivalent formula,

i.e., it preserves the number of unsatisfied clauses for any assignment. The

results established in this paper can be easily extended to weighted Max-SAT for-

mulas (hard clauses can be included with infinite weights in the case of partial

formulas) using the weighted version of Max-SAT resolution introduced in [14].

Furthermore, as Max-SAT resolution is also a sound and complete inference

rule for Min-SAT [19], our results remain valid in the context of B&B Min-Sat

solvers.

Definition 3 (Max-SAT resolution transformation of an IS). Let ψ be an IS of

a CNF formula Φ and S = 〈x1, ..., xk〉 be a sequence of variables appearing in ψ.

The Max-SAT resolution transformation of ψ with respect to S, denoted Θ(ψ, S),

is the set of clauses obtained from ψ after the application of Max-SAT resolution

steps in accordance to the sequence S, i.e., Θ(ψ, S) = θ(θ...(θ(ψ, x1), x2)..., xk)

where θ(ψ, x) denotes the application of the Max-SAT resolution step on two

clauses c and c′ such that x ∈ c and x ∈ c′.

Remark. A transformation Θ(ψ, S) is not unique in general as the application

of Max-SAT resolution steps with respect to a given variable sequence S is not

deterministic and, thus, Θ(ψ, S) represents any of the possible outcomes after

the transformation of ψ with respect to S. However, if S represents the reverse

propagation order, the transformation with respect to S becomes deterministic

and Θ(ψ, S) becomes unique.
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Algorithm 1: Max-SAT resolution Transformation of an IS
Input: a CNF formula Φ, an implication graph G of an IS of Φ

Output: the transformed formula

1 begin

2 c1 ← srcG(�);

3 while c1 6= � do

4 l← the last propagated literal in G;

5 c2 ← srcG(l);

6 cr ← max_resolution(Φ, c1, c2, var(l));

7 c1 ← cr;

8 end

9 return Φ

10 end

Example 1. We consider the IS ψ = {{x1}, {x2}, {x3}, {x3, x4}, {x1, x2, x4}}

detected by the sequence of unit propagations represented in the form of an im-

plication graph on the left in Figure 1. The Max-SAT resolution transformation

of ψ with respect to the variable sequence S = 〈x4, x3, x2, x1〉 (in the reverse

order of propagation) is given on the right in Figure 1.

It is important to note that, unlike the deletion method, the changes are

maintained in the sub-tree and, thus, the detected IS is computed and counted

only once. This is possible since Max-SAT resolution produces an equivalent

formula and this entails an incremental calculation of LB while reducing redun-

dancy in the detection of ISs. Nevertheless, this method has several shortcom-

ings: it is time-consuming and it may increase the size of the formula by adding

the compensation clauses obtained after each Max-SAT resolution step. We

explain in the next section how state of the art solvers overcome these limits.
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x1

x2

x4

x3

�

{x1} {x
1 , x

2 , x
4}

{x2} {x1, x2
, x4}

{x3}

{x3, x4}

{x3
, x4
}

{x1, x2, x4} {x3, x4}

{x1, x2, x3} {x3}

{x1, x2} {x2}

{x1} {x1}

�

{x1, x2, x3, x4}

{x1, x3, x4}

{x1, x2, x3, x4}

{x1, x3}

{x1, x2, x3}

{x1, x2}

x4

x3

x2

x1

Figure 1: Implication graph corresponding to a propagation sequence of ψ and its transfor-

mation by Max-SAT resolution, where compensation clauses for each step are represented in

boxes

2.2.4. Learning Schemes

One of the major challenges for BnB solvers for Max-SAT is to perform effi-

cient Max-SAT resolution transformations of ISs. There are two main learning

schemes. The first scheme learns a transformation only if all the intermediary

resolvents are smaller than four [9] whereas the second learns transformations

matching particular patterns. These patterns are mainly described by inference

rules that can be deduced from Max-SAT resolution. They can be specific cases

of Max-SAT resolution or a combination of several Max-SAT resolution steps.

We give below three major patterns used in state of the art solvers:

{l1, l2}, {l1, l2}
(P1)

{l1}

{l1, l2}, {l1, l3}, {l2, l3}
(P2)

{l1}, {l1, l2, l3}, {l1, l2, l3}

{l1}, {l1, l2}, {l2, l3}, ..., {lk, lk+1}, {lk+1}
(P3)

�, {l1, l2}, {l2, l3}, ..., {lk, lk+1}

P1 is a particular case of Rule 1 in [12] while P2 is related to Rule 5 and P3
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corresponds to Rule 4. In their weighted form, the pattern (P1) corresponds to

a particular case of chain resolution rule [20] whereas patterns (P2) and (P3)

are specific cases of the cycle resolution rule [20]. A pattern can cover an IS

entirely as in pattern (P3), or partially as in patterns (P1) and (P2). These

patterns present several advantages: they can be easily identified and they don’t

increase the number of clauses in the formula. Furthermore, patterns (P1) and

(P2) produce a unit resolvent clause which enables the solver to detect more

ISs using SUP.

Recently, new patterns called Unit Clause Subsets (UCS) [16], were intro-

duced and empirically studied in order to extend the learning mechanisms in

BnB Max-SAT solvers. Hereafter, we give the formal definition of these patterns

and we explain how they can be easily detected using the implication graph of

an IS.

Definition 4 (Unit Clause Subset). Let Φ be a CNF formula and k a natural

number. A k-Unit Clause Subset where k ≥ 2, denoted k-UCS, is a set of clauses

{c1, ..., ck} ⊆ Φ such that there exists a sequence of Max-SAT resolution steps

on c1, ..., ck that produces a unit clause reslovent. In particular, if ∀i ∈ {1, ..., k}

we have |ci| = 2, it is a binary k-UCS, denoted kb-UCS.

Example 2. The patterns (P1) and (P2) which are learned in state of the art

BnB solvers, correspond respectively to a 2b-UCS and a 3b-UCS.

Definition 5 (First Unique Implication Point [21]). Let G be an implication

graph. A Unique Implication Point (UIP) is any node in G such that any path

from the literals propagated by unit clauses to the conflict node must pass through

it. The First UIP (FUIP) is the UIP closest to the conflict node.

UCS patterns have a high apparition frequency (in more than 57% of the

detected ISs [16]). Furthermore, certain k-UCS patterns are easily detectable

by analyzing the implication graph of the obtained IS. Indeed, as outlined in

Example 3, the clauses which are between the conflict and the FUIP produce

a unit resolvent clause if they are transformed by Max-SAT resolution in the

reverse propagation order.
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Example 3. We consider the IS ψ = {{x1}, {x2}, {x1, x2, x3}, {x3, x4}, {x3, x5},

{x4, x5}} detected by the sequence of unit propagations represented in the form

of the implication graph G on the left in Figure 2. Clearly, the node x3 is the

FUIP of G. The Max-SAT resolution transformation of ψ with respect to the

variable sequence S = 〈x5, x4, x3〉 (representing the reverse order of propaga-

tion until the FUIP is encountered) is given on the right in Figure 2. This

transformation produces the unit resolvent {x3}. Therefore, the set of clauses

ψ′ = {{x3, x4}, {x3, x5}, {x4, x5}} ⊂ ψ is a 3-UCS. More specifically, since all

the clauses in ψ′ are binary, it is a 3b-UCS.

x1

x2

x3

x4

x5

�

{x1} {x
1 , x

2 , x
3}

{x2} {x1,
x2,

x3}

{x3
, x4
}

{x
3 , x

5}

{x
4 , x

5 }

{x4
, x5
}

{x4, x5} {x3, x5}

{x3, x4} {x3, x4}

{x3}

{x3, x4, x5}

{x3, x4, x5}
x5

x4

Figure 2: Implication graph corresponding to a propagation sequence of ψ and its transfor-

mation by Max-SAT resolution, where compensation clauses for each step are represented in

boxes

3. Motivation

Two reasons are generally invoked to explain the efficiency of the learning

schemes: they limit the growing of the formula size and produce small compen-

sation clauses which are more likely to be used by SUP. However, experimental

analysis shows that increasing learning slightly may deteriorate significantly the

performance of the solver [16]. The reasons cited above cannot explain this be-

havior. Furthermore, the empirical study conducted in [16] shows a correlation

between the decrease of the number of propagations, the decrease of the number

of detected ISs and the increase of the number of decisions. More specifically,

Max-SAT resolution transformations may result in a “fragmentation” of the in-

formation contained in the original clauses of the formula. This phenomenon,
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showcased in Example 4, occurs when clauses are fragmented into two (or more)

clauses after transformation by Max-SAT resolution which may obstruct their

exploitation by the SUP mechanism. In this case, the original information

can only be retrieved by applying Max-SAT resolution between the fragmented

clauses.

Example 4. We consider the IS ψ = {{x1}, {x2}, {x3}, {x3, x4}, {x1, x2, x4}},

introduced in Example 1, detected by the implication graph G in Figure 1 and

whose Max-SAT resolution transformation with respect to the reverse order of

propagation, corresponding to the sequence S = 〈x4, x3, x2, x1〉, is represented on

the right in the same figure. If the unique neighbor of x1 in the implication graph

is set to true in the transformed IS, we obtain Θ(ψ, S)|{x4} = {{x1, x3}, {x1, x3},

{x1, x2}, {x1, x2, x3}, {x1, x2, x3},�}. Clearly, the literal x1 can’t be propagated

in Θ(ψ, S)|{x4}. We can produce the resolvent x1 if we perform a Max-SAT

resolution step between the clauses {x1, x3} and {x1, x3} but the SUP mecha-

nism alone cannot ensure the propagation of this literal in the transformed IS

even with respect to its neighborhood in the implication graph. We say that

the information leading to the propagation of x1 was fragmented into several

compensation clauses.

When such transformations are learned, it may affect the capability of the

SUP mechanism to detect ISs in the lower nodes of the search tree. Thus, the

LB estimation may be less accurate and the solvers may explore more nodes.

4. A New Characterization of Max-SAT resolution Transformations

In this section, we introduce the notion of UP-resilience of a transformation

and we explain how this property quantifies the impact of Max-SAT resolution

on the SUP mechanism and, thus, on the detection of Inconsistent Subsets. We

also prove that the main patterns (P1), (P2) and (P3) used in state-of-the-

art BnB solvers for Max-SAT verify this property. Finally, we show that the

application order of Max-SAT resolution has an impact on the UP-resilience of

a transformation.
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4.1. UP-Resilience

When fragmentation occurs, the compensation clauses which may propagate

a literal of the constructed implication graph can contain additional literals

which are not in its initial neighborhood. More precisely, the neighborhood of

a literal l in the implication graph contain literals that are in direct interaction

with it and which should enable, once propagated in the detected IS, the prop-

agation of l. However, if after the transformation of the IS, the fragmentation

occurs, new literals that interact directly with l are introduced and may thus

obstruct the propagation of l by SUP even considering all the literals appearing

in its neighborhood in the implication graph. Clearly, the power of SUP is de-

pleted in such cases. Thus, to detect if a transformation is not affected by the

fragmentation phenomenon, we can rely on the capability of SUP to propagate

the literals of the constructed implication graph when their neighborhood liter-

als are set to true. From here on, we will say that a literal l can be propagated

in a formula Φ if the unit clause {l} can be inferred from Φ by unit propagation.

Definition 6 (UP-Resilience in an Implication Graph). Let Φ be a CNF for-

mula, ψ an IS detected by the propagation steps described by the implication

graph G = (V,A) and S a sequence of variables appearing in ψ. We say that

the transformation Θ(ψ, S) is UP-resilient for l ∈ V in G iff � ∈ neigh(l) or

l can be propagated in Θ(ψ, S)|neigh(l). We say that Θ(ψ, S) is UP-resilient for

L ⊆ V in G iff it is UP-resilient ∀l ∈ L in G and that it is UP-resilient in G

iff it is UP-resilient for V in G.

Remark. Note that the neighborhoods which include the special node � are not

valid assignments. All transformations are considered UP-resilient for literals

with such neighborhoods.

Example 5. We consider the IS ψ = {{x1}, {x2}, {x3}, {x3, x4}, {x1, x2, x4}},

introduced in Example 1, detected by the implication graph G in Figure 1. We

showed in Example 4 that the fragmentation phenomenon occurs since the literal

x1 can’t be propagated in Θ(ψ, S)|neigh(x1). Thus, the described transformation

is not UP-resilient in the implication graph G.
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The previous definition of UP-resilience depends on the neighborhoods of

the literals in the implication graph. However, the same IS can be detected

by several sequences of propagation steps which can be described by distinct

implication graphs.

Example 6. We consider the IS ψ = {{x1}, {x2}, {x3}, {x3, x4}, {x1, x2, x4}},

introduced in Example 1. In addition to the implication graph presented in

the original example represented on the left in Figure 3, another sequence of

propagations, corresponding to the implication graph represented on the right in

the same figure, can lead to the detection of the IS ψ. The propagation sequences

corresponding to the same implication graph are considered as equivalent.

x1

x2

x4

x3

�

{x1} {x
1 , x

2 , x
4}

{x2} {x1, x2
, x4}

{x3}

{x3, x4}

{x3
, x4
}

x1

x2

x3 x4

�

{x1} {x1 , x2 , x4}
{x2} {x1, x2, x4}

{x3} {x3, x4}
{x1

, x2
, x4
}

Figure 3: Implication graphs corresponding to the possible propagation sequences of ψ

In the previous definition, the UP-resilience of a transformation may there-

fore vary depending on how the IS has been detected since it depends on the

constructed implication graph. To overcome this limitation, we propose to con-

sider all the possible ways (i.e. sequences of propagation steps) to detect the

IS. To this end, we introduce the set of the possible neighborhoods of a literal

appearing in an IS.

Definition 7 (Possible Neighborhoods). Let Φ be a CNF formula and ψ an

IS of Φ. For a literal l appearing in ψ, we define its possible neighborhoods as

pneigh(l) = {neighG(l)|G = (V,A) implication graph of ψ s.t. l ∈ V }. We

extend this definition on any set of literals L appearing in ψ as pneigh(L) =

{
⋃

l∈L neighG(l)|G = (V,A) implication graph of ψ s.t. L ⊆ V }.
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Next, we can give a general definition of UP-resilience which does not depend

anymore on the propagation steps which have led to the IS discovery.

Definition 8 (UP-Resilience). Let Φ be a CNF formula, ψ an IS of Φ and

S a sequence of variables appearing in ψ. The transformation Θ(ψ, S) is UP-

resilient for a literal l appearing in ψ iff ∀N ∈ pneigh(l): � ∈ N or l can be

propagated in Θ(ψ, S)|N . We say that Θ(ψ, S) is UP-resilient if it is UP-resilient

for all the literals appearing in ψ.

Example 7. We consider the IS ψ = {{x1}, {x2}, {x3}, {x3, x4}, {x1, x2, x4}},

introduced in Example 1, whose distinct implication graphs corresponding to the

possible propagation sequences are represented in Figure 3. We have pneigh(x1) =

{{x4}, {�}}. And, as explained in Example 1, for N = {x4} , the literal x1

can’t be propagated in Θ(ψ, S)|N = {{x1, x3}, {x1, x3}, {x1, x2}, {x1, x2, x3},

{x1, x2, x3},�}. Therefore, the transformation is not UP-resilient for x1 and,

consequently, it is not UP-resilient.

Similarly, we can further quantify the impact of a Max-SAT resolution trans-

formation of an IS ψ on SUP by considering its percentage of UP-resilience, i.e,

the percentage of couples (l, N) s.t. � ∈ N or l can be propagated in Θ(ψ, S)|N .

Finally, notice that in the case of (weighted) partial formulas, the presence of

hard clauses may have a direct impact on the UP-resilience of the detected ISs.

Indeed, as hard clauses are maintained after the application of weighted Max-

SAT resolution, a literal propagated by a hard clause can always be propagated

with respect to its neighborhood in the corresponding implication graph after

the transformation of the IS.

4.2. Impact on IS Detection

One of the most interesting properties of UP-resilient transformations is the

capability to retrieve the propagations which are not necessary anymore to an

IS. We have seen that if a transformation is UP-resilient for a literal l, then l

can be propagated in the transformed formula when the literals of each possible

neighborhood, not containing the empty clause, are set to true. We now show
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that this property can be extended to sets of literals, i.e., if a transformation

is UP-resilient for a set of literals L, then the literals of L can be propagated

in the transformed formula with respect to the possible neighborhoods of L,

not containing the empty clause. This is stated more formally in the following

property:

Property 1. Let Φ be a CNF formula, ψ an IS of Φ and S a sequence of

variables appearing in ψ. For any set of literals L appearing in ψ, if the trans-

formation Θ(ψ, S) is UP-resilient for L then ∀N ∈ pneigh(L) : � ∈ N or

∀l ∈ L, l can be propagated in Θ(ψ, S)|N\{l}.

Proof. We prove this property by induction on |L| = n:

• If n = 1, then L = {l} and the property is verified.

• Suppose the property is true for every set of size n. Let L be of size n+ 1

and l a literal in L. We set L′ = L \ {l} and let N ∈ pneigh(L). Clearly,

N = N1 ∪ N2 where N1 ∈ pneigh(L′) and N2 ∈ pneigh(l). Moreover,

since |L′| = n, we know by induction that ∀N ∈ pneigh(L′) : � ∈ N or

every literal l′ in L′ can be propagated in Θ(ψ, S)|N\{l′}. In particular,

� ∈ N1 or every literal l′ in L′ can be propagated in Θ(ψ, S)|N1\{l′}.

Also, The transformation Θ(ψ, S) is UP-resilient for L and particularly

for l and thus, we have ∀N ∈ pneigh(l) : � ∈ N or l can be propagated in

Θ(ψ, S)|N . In particular, � ∈ N2 or l can be propagated in Θ(ψ, S)|N2
.

Thus, We have the following cases:

– If � ∈ N1 or � ∈ N2 then � ∈ N

– Else, every literal l′ in L′ and l can be propagated respectively in

Θ(ψ, S)|N1\{l′} and Θ(ψ, S)|N2 . Therefore, the clauses that ensure

the propagation of every literal l′ in L′ in Θ(ψ, S)|N1\{l′} also ensure

their propagation in Θ(ψ, S)|(N1∪N2)\{l′} and, similarly, the clauses

that ensure the propagation of l in Θ(ψ, S)|N2 also ensure its propa-

gation in Θ(ψ, S)|(N1∪N2)\{l}.
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We deduce that ∀N ∈ pneigh(L) : � ∈ N or every literal l in L can be

propagated in Θ(ψ, S)|N\{l}.

�

When a subset ψ′ of an IS ψ is not necessary anymore (for instance when ψ

is not minimal), this property ensures that SUP can perform the same propa-

gations in the transformed formula as in the original clauses of ψ′. More specif-

ically, the UP-resilience of a set of literals L with respect to its neighborhood

neigh(L) is maintained individually on every literal in L.

4.3. UP-Resilience of Main Patterns

Empirical results have shown that the existing learning schemes are efficient,

but until now there was no theoretical explanation to these experimental facts.

Hereafter, we show that the main patterns (P1), (P2) and (P3) used in state

of the BnB solvers for Max-SAT are UP-resilient which contributes to explain

theoretically the efficiency of these patterns.

Proposition 1. Let Φ be a CNF formula, ψ an IS and ψ′ ⊂ ψ such that ψ′

matches the premises of pattern (P1). Then, the Max-SAT resolution transfor-

mation described in (P1) is UP-resilient.

Proof. ψ′ = {{l1, l2}, {l1, l2}}. Therefore, there are two possible propagation se-

quences whose implication graphs are represented in Figure 4. Since all possible

neighborhoods of literals l1, l2 and l2 contain the empty clause, the transfor-

mation of ψ′ as in (P1) with respect to the only possible variable sequence

S = < var(l2) > is UP-resilient.

l1

l2

�

{l1, l2} {l1, l2}

{l1, l2}
l1

l2

�

{l1, l2} {l1, l2}

{l1, l2}

Figure 4: Implication graphs corresponding to the possible propagation sequences for an IS

containing the premises of pattern (P1) �
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Proposition 2. Let Φ be a CNF formula, ψ an IS and ψ′ ⊂ ψ such that ψ′

matches the premises of pattern (P2). Then, the Max-SAT resolution transfor-

mation described in (P2) is UP-resilient.

Proof. ψ′ = {{l1, l2}, {l1, l3}, {l2, l3}}. Therefore, there are two possible propa-

gation sequences whose implication graphs are represented in Figure 5. There

are two Max-SAT resolution application orders S1 = < var(l2), var(l3) > and

S2 = < var(l3), var(l2) > that produce the same transformation described by

pattern (P2). Since all possible neighborhoods of l2 and l2 contain the empty

clause, the transformation of ψ by Max-SAT resolution is UP-resilient for l2

and l2. We have pneigh(l1) = {{l3,�} ∪ pred(l1), {l2, l3} ∪ pred(l1)}, where

pred(l1)) denotes the predecessors of l1, and clearly the clause c = {l1, l2, l3}

propagates l1 when the literals l2, l3 in its second neighborhood are set to true.

Also, pneigh(l3) = {{l1,�}, {l1, l2}} and similarly the clause c′ = {l1, l2, l3}

propagates l3 when the literals in its neighborhood {l1, l2} are set to true.

l1

l3 l2

�

{l1, l3}
{l2, l3}

{l1, l2}

{l1, l2}
l1

l3

l2

�

{l1,
l3}

{l1 , l2}

{l2 , l3}

{l2,
l3}

Figure 5: Implication graphs corresponding to the possible propagation sequences for an IS

containing the premises of pattern (P2) �

Proposition 3. Let Φ be a CNF formula, ψ an IS that matches the premises of

pattern (P3). Then, the Max-SAT resolution transformation described in (P3)

is UP-resilient.

Proof. ψ = {{l1}, {l1, l2}, {l2, l3}, ..., {lk, lk+1}, {lk+1}}. Therefore, there are

k possible propagation sequences whose implication graphs are represented in

Figure 6. In each graph a different clause of ψ, containing the literal li where

1 < i < k+1 is falsified. When i = 1 (resp. i = k+1), the unit clause {li} (resp.

{lk+1}) is falsified. We have pneigh(li) = {{li−1, li+1}, {li−1,�}} for 1 < i < k

and, clearly, the clause {li, li+1}, obtained after the transformation, ensures
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the propagation of the literal li with respect to its neighborhood {li−1, li+1}.

Also, for literals l1 and lk+1, we have respectively pneigh(l1) = {{l2}, {�}} and

pneigh(lk+1) = {{lk,�}} and, clearly, the clause {l1, l2} ensures the propagation

of the literal l1 with respect to its neighborhood {l2}. The same arguments

ensure UP-resilience for literals li for 1 ≤ i ≤ k+ 1. It is important to note that

this proof on the UP-resilience of ISs matching the premises of pattern (P3)

is clearly valid for every Max-SAT resolution application order consistent with

(P3).

l1

lk+1

...

...

li−1

li

�

{l1}

{lk+1}

{l1, l2}

{lk, lk+1}

{li−2, li−1}

{li, li+1}

{li−1 , li}

{l i−
1
, l i
}

Figure 6: Implication graphs corresponding to the possible propagation sequences for an IS

matching the premise of pattern (P3)
�

4.4. UP-Resilience and Max-SAT resolution Application Orders

An important factor that has a direct impact on the UP-resilience property is

the Max-SAT resolution application order. Two orders are used in BnB solvers

for Max-SAT:

• The Reverse Propagation Order (RPO): applies Max-SAT resolution steps

in the reverse order of propagation and is used in most state of the art

solvers.

• The Smallest Intermediary Resolvent (SIR)[22] applies the Max-SAT reso-

lution steps according to the size of the resolvents between clauses, favoring

the smallest ones.

In Example 8, we show that application orders can have a direct impact not

only on the UP-resilience of certain literals appearing in the detected IS, but

also on the UP-resilience of the Max-SAT resolution transformation of the IS.
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Furthermore, we empirically evaluate the impact of the current orders of ap-

plication of Max-SAT resolution on the UP-resilience of the transformation in

Section 6.

Example 8. We consider the IS ψ = {{x1}, {x2}, {x3}, {x3, x4}, {x1, x2, x4}},

introduced in Example 1, whose distinct implication graphs corresponding to the

possible propagation sequences are represented in Figure 3. In Example 7, we

showed that the transformation of ψ with respect to PRO is not UP-resilient

since, in particular, it is not UP-resilient for literal x1. Now, we consider the

Max-SAT resolution transformation of ψ with respect to the variable sequence

S = 〈x3, x4, x1, x2〉 corresponding to SIR which is given in Figure 7. We have

Θ(ψ, S) = {{x1, x2}, {x1, x4}, {x3, x4}, {x1, x2, x4},�}. The empty clause ap-

pears in the possible neighborhoods of the literals x4 and x4. The propagation

of the literal x3 with respect to its possible neighborhood {x4}, not containing

the empty clause, is ensured by the clause {x3, x4}. Furthermore, the propaga-

tion of literals x1 and x2 with respect to their possible neighborhood {x4}, not

containing the empty clause, is ensured by the clauses {x1, x4} and {x1, x2, x4}.

Therefore, the transformation Θ(ψ, S) is UP-resilient.

In the next section, we characterize the Max-SAT resolution transformations

of UCS patterns by UP-resilience. In particular, we introduce new Max-SAT

resolution application orders that ensure the UP-resilience of UCS patterns and

we also show that the current orders can’t ensure UP-resilience for these pat-

terns.
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{x3} {x3, x4}

{x4} {x1, x2, x4}

{x1, x2} {x1}

{x2} {x2}

�

{x3, x4}

{x1, x4}

{x1, x2, x4}

{x1, x2}

x3

x4

x1

x2

Figure 7: Implication graph corresponding to the Max-SAT resolution transformation of ψ

with respect to SIR

5. On the UP-Resilience of UCSs

In this section, we prove that binary k-UCSs are UP-resilient by providing

two different orders that ensure the UP-resilience of their transformation by

Max-SAT resolution. We also show that unlike the given orders, the current

used mechanisms can’t ensure UP-resilience for these patterns which provides

an explanation to the empirical results in [16] and shows that our results can

help extend the current used patterns in state of the art solvers. Furthermore,

we generalize our result on the resilience of kb-UCSs to k-UCSs where all clauses

are binary except one of any size that is involved in the conflict.

5.1. Implication Graphs of UCS Patterns

In this section, we establish a characterization of implication graphs of the

studied k-UCSs. More specifically, we study the portion of the graph repre-

senting the propagation sequence of the detected k-UCS which is delimited by

the FIUP and the empty clause. This characterization is established by the

following lemma:
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Lemma 1. Let k ≥ 2 and ψ be a k-UCS whose clauses are binary except for the

conflict clause of size s ≥ 2, recognized by the FUIP l in an implication graph

G of an IS such that |succ(l)| = s. Then, there exists exactly s disjoint paths

from l to � in G.

Proof. Since l is a UIP, all the paths from the literals propagated by unit clauses

to the conflict node in G pass through it. We have |succ(l)| = s. Therefore,

there are at least s different paths from l to � in G. Let p1,...,ps be those paths.

Suppose we have a different path ps+1 from l to �. We have two possible cases:

• |pred(�)| 6= s. This is absurd since the conflict clause is of size s and thus

|pred(�)| = s.

• Else, since |pred(�)| = s, there exists l′ 6= l ∈ ps+1 and i ∈ {1, ..., s} such

that l′ ∈ pi and |pred(l′)| > 1. This is absurd since all clauses of ψ except

the conflict clause are binary.

We deduce that there are exactly s different paths from l to � in G. The same

argument of the second case ensures that these paths are disjoint.
�

As explained in Section 2.2.4, when a UCS is detected, we know that the

reverse propagation order ensures the production of a unit resolvent clause after

the transformation. However, in general, this is not necessarily true for all ap-

plication orders. Since this is the main feature of UCS patterns, we must ensure

that the introduced orders produce a unit resolvent clause. It is important to

note that the condition on the successors of the FUIP in Lemma 1 ensures the

production of such clause for all possible orders. In the next section, we prove

the UP-resilience of binary k-UCSs. To this end, we show in the next proposi-

tion that the condition on the FUIP successors in Lemma 1 is always verified

for binary k-UCSs. Later, when we generalize our result, we only consider the

graphs described by Lemma 1, i.e., which verify the condition on the successors

of the FUIP.
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Proposition 4. Let k ≥ 2 and ψ be a kb-UCS recognized by the FUIP l in an

implication graph G of an IS. Then, |succ(l)| = 2.

Proof. Suppose that |succ(l)| 6= 2. We have two possible cases:

• if |succ(l)| > 2 then, since |succ(�)| = 2, there exists a literal with two

predecessors. This is absurd since all the clauses are binary.

• if |succ(l)| = 1 then l is not the FUIP which is absurd.
�

5.2. On the UP-Resilience of Binary UCSs

In Section 4.3, we proved the UP-resilience of the main patterns. The next

corollary is an immediate consequence of this result:

Corollary 1. For k ∈ {2, 3}, kb-UCSs are UP-resilient.

Proof. 2b-UCSs and 3b-UCSs are all of the respective forms ψ2b = {{l1, l2}, {l1, l2}}

and ψ3b = {{l1, l2}, {l1, l3}, {l2, l3}} which correspond to the premises of pat-

terns (P1) and (P2). Thus, we obtain the wanted result using Propositions 1

and 2. �

In this section, we want to generalize the result of Corollary 1 to all bi-

nary k-UCSs. To this end, we introduce new orders of application of Max-SAT

resolution using the characterization established in Lemma 1. We prove the

resilience of kb-UCSs with respect to these orders and we explain theoretically

the inefficiency of the current orders for these patterns.

Definition 9 (Path Resolvent Order). Let p1 = 〈l, lp1

1 , ..., l
p1
n1
,�〉(n1 ≥ 0)

and p2 = 〈l, lp2

1 , ..., l
p2
n2
,�〉(n2 ≥ 0) denote two disjoint paths from l to �.

The Path Resolvent Order (PRO) of p1 and p2 is defined as PRO(p1, p2) =

〈var(lp1

1 ), ..., var(lp1
n1

), var(lp2

1 ), ..., var(lp2
n2

)〉.

Theorem 1. For any k ≥ 2, the transformation of kb-UCSs with respect to

PRO is UP-resilient.
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Proof. Let k ≥ 2 and ψ be a kb-UCS recognized by the FUIP l in the implication

graph G of an IS. By Lemma 1 and Proposition 4, we know that there are

2 disjoint paths from l to � in G. Let p1 = 〈l, lp1

1 , ..., l
p1
n1
,�〈(n1 ≥ 0) and

p2 = 〈l, lp2

1 , ..., l
p2
n2
,�〉(n2 ≥ 0) denote these paths in G where n1 + n2 = k − 1.

And, suppose w.l.o.g that lp1
n1

= l′ is the conflict literal, i.e., the last propagated

literal. We have two possible propagation sequences whose implication graphs

are G and G′ represented in Figure 8.

l

lp1

1

lp2

1

...

...

lp1
n1

= l′

lp2
n2

�G l

lp1

1

lp2

1

...

...

lp1

n1−1

lp2
n2 l′

�G′

Figure 8: Implication graphs corresponding to the possible propagation sequences for kb-UCSs.

We prove that the Max-SAT resolution transformation relatively to the order

O = PRO(p1, p2) is UP-resilient:

• The clause propagating l is not deleted after the transformation by Max-

SAT resolution relatively to the order O so it clearly propagates l if its

predecessors are set to true and thus the transformation by Max-SAT

resolution relatively to the order O is UP-resilient for l. This argument

also applies for the literals that were involved in the propagation of l.

• All possible neighborhoods of literals lp1
n1

= l′ and l′ contain the empty

clause. Therefore, the transformation by Max-SAT resolution relatively

to the order O is UP-resilient for l′ and l′.

• For i ∈ {1, 2}, we set lpi

0 = l. Every literal lpi

j such that 1 ≤ j < ni admits

exactly one neighborhood neigh(lp1

j ) = {lpi

j−1, l
pi

j+1} that doesn’t contain

the empty clause. Similarly, for lp2
n2
, we have neigh(lp2

n2
) = {lpi

n2−1, l
′}. The

Max-SAT resolution step on var(lp1

j )(1 ≤ j < ni) is of the form:

{l, lpi

j }, {l
pi

j , l
pi

j+1}

{l, lpi

j+1}, {l, l
pi

j , l
pi

j+1}, {l, l
pi

j , l
pi

j+1}
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The clause c = {l, lpi

j , l
pi

j+1} clearly ensures the propagation of literal lpi

j+1

if lpi

j ∈ neigh(lpi

j+1) is set to true since l is propagated by the unit resol-

vent clause {l}. Also, for j = 1, the clause c′ = {l, lp1

1 , l
p1

2 } ensures the

propagation of lp1

1 if l, lp1

2 ∈ neigh(lp1

1 ) are set to true. Thus, We deduce

that the transformation is UP-resilient for lpi

j where 1 ≤ j ≤ ni (j 6= n1).

We conclude that the transformation of ψ by Max-SAT resolution relatively to

the order O is UP-resilient.
�

Definition 10 (Path Resolvent Circular Order). Let p1 = 〈l, lp1

1 , ..., l
p1
n1
,�〉

(n1 ≥ 0) and p2 = 〈l, lp2

1 , ..., l
p2
n2
,�〉(n2 ≥ 0) denote two disjoint paths from l

to �. The Path Resolvent Circular Order (PRCO) of p1 and p2 is defined as

PRCO(p1, p2) = 〈var(lp1

1 ), ..., var(lp1
n1

), var(lp2
n2

), ..., var(lp2

1 )〉.

Theorem 2. For any k ≥ 2, the transformation of kb-UCSs with respect to

PRCO is UP-resilient.

Proof. Let k ≥ 2 and ψ be a kb-UCS recognized by the FUIP l in the implication

graph G of an IS. By Lemma 1 and Proposition 4, let p1 = 〈l, lp1

1 , ..., l
p1
n1
,�〉(n1 ≥

0) and p2 = 〈l, lp2

1 , ..., l
p2
n2
,�〉(n2 ≥ 0) denote the two disjoint paths from l to �

in G where n1 + n2 = k − 1. And, suppose w.l.o.g that lp1
n1

= l′ is the conflict

literal. We have two possible propagation sequences whose implication graphs

are G and G′ represented in Figure 8. We prove that the Max-SAT resolution

transformation relatively to the order O = PRCO(p1, p2) is UP-resilient:

• The same arguments in the proof of Theorem 1 ensure the UP-resilience

of the transformation respectively to O for lp1

j (1 ≤ j ≤ n1) and l′ as well

as l and all the literals involved in its propagation.

• Every literal lp2

j such that 1 ≤ j ≤ n2 admits exactly one neighborhood

neigh(lp2

j ) = {lp2

j−1, l
p2

j+1} that doesn’t contain the empty clause (we set

lp2

0 = l and lp2

n2+1 = l′). The Max-SAT resolution step on var(lp2

j ) (j 6= 1)

is of the form:
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{l, lp2

j }, {l
p2

j , l
p2

j−1}

{l, lp2

j−1}, {l, l
p2

j , l
p2

j−1}, {l, l
p2

j , l
p2

j−1}

The clause c = {l, lp2

j , l
p2

j−1} clearly ensures the propagation of literal lp2

j

when lp2

j−1 ∈ neigh(lp2

j ) is set to true since l is propagated by the unit

resolvent clause {l}. Also, the clause c′ = {l, lp2

2 , l
p2

1 }, generated by the

Max-SAT resolution step on var(lp2

2 ), clearly ensures the propagation of

lp2

1 when its neighbors l, lp2

2 ∈ neigh(lp2

1 ) are set to true. Thus, the trans-

formation is UP-resilient for lp2

j where 1 ≤ j ≤ n2.

We conclude that the transformation by Max-SAT resolution relatively to the

order O is UP-resilient.
�

There is a major difference between the orders we introduced. Indeed, PRCO

ensures a linear input resolution transformation, i.e., at each intermediary Max-

SAT resolution step we use the resolvent obtained in the previous step and a

clause from the detected kb-UCS. This is not always the case for PRO. The

following result is an immediate consequence of either Theorem 1 or 2.

Corollary 2. For any k ≥ 2, kb-UCSs are UP-resilient.

Empirical results show that 2b-UCSs and 3b-UCSs, which correspond re-

spectively to the patterns (P1) and (P2) have a positive impact on the perfor-

mance of BnB solvers for Max-SAT [16, 11]. The result in corollary 1 obtained

through properties 1 and 2 prove that 2b-UCSs and 3b-UCSs are UP-resilient

for any given order of application of Max-SAT resolution which explains why

learning them has a positive impact regardless of the chosen order. This is not

the case for kb-UCSs when k > 3. Empirical studies on the AHMAXSAT solver

in [16] show that learning 4b-UCSs and 5b-UCSs has a major negative impact

on its performance. This can be explained by the inadequacy of the Max-SAT

resolution application orders used in state of the art BnB solvers for kb-UCSs

when k > 3. More specifically, the SIR heuristic becomes practically unusable

since all the intermediary resolvents have the same size (binary) as shown in the
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proofs of Theorems 1 and 2, whereas the Reverse Propagation Order doesn’t

always ensure the UP-resilience of the transformation as shown in the following

example on a 4b-UCS which can be easily extended to any kb-UCS for k > 4.

Example 9. We consider the IS ψ = {{l}, {l, l1}, {l, l2}, {l1, l3}, {l2, l3}} de-

tected by one of the possible implication graphs represented on the left in Figure

9 after the respective propagation of literals l1, l2 and l3 (or l3). Clearly, the

subset ψ′ = {{l, l1}, {l, l2}, {l1, l3}, {l2, l3}} ⊂ ψ is a 4b-UCS recognized by the

FUIP l. The Max-SAT resolution transformation of ψ′ with respect to RPO

which corresponds to the variable sequence S = 〈var(l3), var(l2), var(l1)〉 is rep-

resented on the right in Figure 9.

l l1 l3

l2

�
{l} {l, l1} {l1, l3}

{l, l2} {l2,
l3}

{l2, l3}

l l2 l3

l1

�
{l}

{l, l2} {l2, l3}

{l, l1
} {l1 , l3}

{l1, l3}

{l2, l3} {l1, l3}

{l1, l2} {l, l2}

{l, l1} {l, l1}

{l}

{l1, l2, l3}

{l1, l2, l3}

{l, l1, l2}

{l, l1, l2}

var(l3)

var(l2)

var(l1)

Figure 9: Implication graphs corresponding to the possible propagation sequences of ψ in

Example 9 and the application of Max-SAT resolution steps relatively to RPO

The literal l1 has one neighborhood neigh(l1) = {l, l3} that doesn’t contain the

empty clause. Clearly, the literal l1 can’t be propagated in Θ(ψ, S)|neigh(l1) =

{{l1, l2}, {l1, l2}}. Similarly, the fragmentation phenomenon also occurs for l2

and we conclude that the transformation of ψ′ relatively to RPO is not UP-

resilient.

5.3. Generalization to UCSs

In this section, we generalize our result to k-UCSs where all clauses are bi-

nary except one of any size that is involved in the conflict when the implication
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graph corresponds to the characterization established in Lemma 1. A clause

involved in the conflict is either the falsified clause or contains the conflict lit-

eral, i.e., the last propagated literal. Unfortunately, although PRCO has the

advantage of ensuring a linear input transformation, we couldn’t generalize it to

obtain the wanted result. Nevertheless, we managed to prove our result using a

generalization of PRO to a multitude of paths.

Definition 11 (Multiple Path Resolvent Order). Let s ≥ 2 and p1 =

〈l, lp1

1 , ..., l
p1
n1
,�〉, ..., ps = 〈l, lp2

1 , ..., l
ps
ns
,�〉 denote s disjoint paths from l to �.

The Multiple Path Resolvent Order (MPRO) of p1, ..., ps is defined inductively

on s as follows:

- If s = 2, MPRO(p1, p2) = PRO(p1, p2)

- Else MPRO(p1, ..., ps) = PRO(〈l,MPRO(p1, ..., ps−1),�〉, ps).

Theorem 3. Let k ≥ 2 and ψ be a k-UCS whose clauses are binary except

for the conflict clause c of size |c| = s ≥ 3, recognized by the FUIP l in the

implication graph G of an IS such that |succ(l)| = s. The transformation of ψ

with respect to MPRO is UP-resilient.

Proof. We suppose w.l.o.g that c = {l1, ..., ls}. By Lemma 1, there are exactly s

disjoint paths p1 = 〈l, lp1

1 , ..., l
p1
n1
,�〉, ..., ps = 〈l, lps

1 , ..., l
ps
ns
,�〉 from l to � in the

implication graph G, represented in Figure 10, such that
∑s

i=1 ni = k − 1 and

lpi
ni

= li for i ∈ {1, ..., s}. Other than G, there are exactly
(
s−1
s

)
= s possible

implication graphs all similar to the graph G′ represented in Figure 10.

l

lp2

1

lp1

1

...

lps

1

...

...

lp1
n1

= l1

lp2
n2

= l2

...

lps
ns

= ls

�
c

c

c l

lp2

1

lp1

1

...

l
ps−1

1

lps

1

...

...

lp1
n1

= l1

lp2
n2

= l2

...

...

l
ps−1
ns−1 = ls−1

ls

lps

ns−1

�
c

c

c

Figure 10: Implication graphs corresponding to the possible propagation sequences for k-UCSs

with binary clauses except for the conflict clause
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We prove that the Max-SAT resolution transformation relatively to the order

O = MPRO(p1, ..., ps) is UP-resilient:

• The same arguments in the proof of Theorem 1 ensure the UP-resilience of

the transformation respectively to O for lpi

j where 1 ≤ i ≤ s and 1 ≤ j < ni

as well as l and all the literals involved in its propagation. Furthermore,

all the neighborhoods of literals l1, ..., ls contain the empty clause.

• For i ∈ {1, ..., s}, ∀N ∈ pneigh(lpi
ni

) (ni > 1) s.t � /∈ N , we have lpi

ni−1 ∈ N

(exists since ni > 1). Clearly, the clause c = {l, lpi

ni−1, l
pi
ni
} obtained by the

application of Max-SAT resolution on var(lpi

ni−1) ensures the propagation

of lpi
ni

in any of these neighborhoods when lpi

ni−1 is set to true since l is

propagated by the unit resolvent clause {l}. We deduce that the trans-

formation relatively to the order O is UP-resilient for lpi
ni

where 1 ≤ i ≤ s

and ni > 1.

• We still need to prove the UP-resilience of the transformation for literals

lpi
ni

= li when ni = 1, with respect to their possible neighborhoods {l, lj}

for j ∈ {1, .., s} \ {i} not containing the empty clause. For this end, we

prove by induction on |c| ≥ 3 that the compensation clauses produced by

the Max-SAT resolution steps on var(l1), ..., var(ls) ensure the propaga-

tion of each literal li if we consider the neighborhoods as mentioned above.

For simplification, in the first Max-SAT resolution step, we replace c by

the clause c′ = {l, l1, ..., ls}. This doesn’t affect our result since we only

omit a single clause containing the literal l:

– If |c| = 3, c = {l1, l2, l3}. The Max-SAT resolution steps are rep-

resented on the left in Figure 11 and we can easily check that the

compensation clauses ensure the propagation of the literals li, for

1 ≤ i ≤ 3, if we consider the neighborhoods mentioned above.

– Suppose the property is true for any clause of size s ≥ 3. Let

c = {l1, ..., ls+1} of size s + 1. The first Max-SAT resolution step

is represented on the right in Figure 11. The resolvent clause is
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{l, l2, ..., ls+1} and if we consider c′ = {l2, ..., ls+1} of size s we ensure

by induction the propagation of any literal li where 2 ≤ i ≤ s+1 with

respect to the neighborhoods {l, lj} for j ∈ {2, .., s+ 1} \ {i}. Thus,

each compensation clause cck = {l, l1, l2, ..., lk, lk+1} for k ∈ {1, ..., s}

ensures the propagation of literal l1 with respect to the neighbor-

hood {l, lk+1} since by induction the propagation of literals l2, ..., lk

is ensured in the same neighborhood. Now, we prove by induction

on k ∈ {1, ..., s} that the clause cck ensures the propagation of lk+1

with respect to the neighborhood {l, l1}:

∗ If k = 1, cc1 = {l, l1, l2} clearly ensures the propagation of l2

with respect to the neighborhood {l, l1}.

∗ Suppose for 1 ≤ k′ < k ≤ s, cck′ ensures the propagation of lk′+1

with respect to the neighborhood {l, l1}. cck = {l, l1, l2, ..., lk, lk+1}

clearly ensures the propagation of literal lk+1 with respect to

the neighborhood {l, l1} since by induction the propagation of

l2, ..., lk is ensured in the same neighborhood by the clauses

cc1, ..., cck−1.

We conclude that the transformation by Max-SAT resolution relatively to the

order O is UP-resilient.

{l, l1, l2, l3} {l, l1}

{l, l2, l3} {l, l2}

{l, l3} {l, l3}

{l}

{l, l1, l2}

{l, l1, l2, l3}

{l, l2, l3}

var(l1)

var(l2)

var(l3)

{l, l1, ..., ls+1} {l, l1}

{l, l2, ..., ls+1} {l, l2}

cc1 = {l, l1, l2}
...

ccs = {l, l1, l2, ..., ls, ls+1}

...

var(l1)

Figure 11: Application of Max-SAT resolution steps on the variables of the non binary clause

c by induction on its size
�
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Corollary 3. Let k ≥ 2 and ψ be a k-UCS whose clauses are binary except for

a single clause c of size |c| = s ≥ 3 involved in the conflict, recognized by the

FUIP l in the implication graph G of an IS such that succ(l) = s. There exists

a UP-resilient transformation of ψ.

Proof. If c is the conflict clause then we obtain the result by Theorem 3. Else,

c contains the conflict literal and the detected implication graph G has the

same form as the second graph represented in Figure 10. Clearly, there is a

propagation sequence where c is falsified, i.e., corresponding to an implication

graph G′ similar to the first graph represented in Figure 10. Thus, we deduce

the UP-resilience of the transformation with respect to MPRO through the same

arguments in the proof of Theorem 3.
�

The SIR order is defined relatively to the size of the intermediary resolvents.

Thus, it may theoretically simulate any order when the sizes of the resolvents

are the same or many different orders when many resolvents share the same

size which is the case of the studied UCSs. That’s why this heuristic remains

practically unusable even in the generalized case. Furthermore, RPO doesn’t

necessarily ensure the UP-resilience of k-UCSs described in the previous corol-

lary. We finish this section by an example that highlights this fact. This example

where the non binary clause is tertiary can be easily extended to any size s > 3.

Example 10. We consider the IS ψ = {{l}, {l, l1}, {l, l2}, {l, l3}, {l1, l4}, {l2, l3,

l4}} (we name the tertiary clause c) detected by the first implication graph

represented on the left in Figure 12 after the respective propagation of literals

l1, l2, l3 and l4. In the second graph on the left in the same figure, we repre-

sent another possible propagation sequence which outlines the possible neigh-

borhood of l4, neigh(l4) = {l1, l3} not containing the empty clause. Clearly,

the subset ψ′ = ψ \ {{l}} is a 5-UCS recognized by the FUIP l such that c

participates in the conflict and |succ(l)| = |c| = 3. The Max-SAT resolution

transformation of ψ′ with respect to RPO which corresponds to the variable

sequence S = 〈var(l4), var(l3), var(l2), var(l1)〉 is represented on the right in
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Figure 12. Clearly, the literal l4 can’t be propagated in Θ(ψ, S)|neigh(l4) =

{{l}, {l, l2}, {l2, l4}, {l2, l4}}. We conclude that the transformation of ψ′ rel-

atively to RPO is not UP-resilient.

l l1 l4

l2

l3

�
{l} {l, l1} {l1, l4}

{l, l2}

{l, l3 }

c

c

c

l l1 l4

l2

l3

�

{l} {l, l1} {l1, l4}
{l, l2}

{l, l3}

c

{l,l3 }

c

{l1, l4} {l2, l3, l4}

{l1, l2, l3} {l, l3}

{l, l1, l2} {l, l2}

{l, l1} {l, l1}

{l}

{l1, l2, l3, l4}

{l1, l2, l4}

{l1, l2, l3, l4}

{l, l1, l2, l3}

{l, l1, l3}

{l, l1, l2, l3}

{l, l1, l2}

var(l4)

var(l3)

var(l2)

var(l1)

Figure 12: Implication graphs corresponding to the possible propagation sequences of ψ in

Example 10 and the application of Max-SAT resolution steps relatively to RPO

6. Empirical Study on the Relevance of UP-Resilience

In this section, we present an experimental study whose aim is to provide

empirical evidence on the relevance of UP-resilience. We also study the impact

of the order factor and, more specifically, the current orders used in state of the

art BnB solvers on the UP-resilience of Max-SAT resolution transformations.

We have implemented a simple procedure to compute the percentage of UP-

resilience of the transformations. We generate all the possible neighborhoods

of the literals and then we check if each literal can be propagated when each

of its neighborhoods is satisfied. This naive implementation is time-consuming

and increases the solving time of 25% in average. Its purpose is to evaluate

the transformation of ISs as well as the learning mechanisms, not to be com-

petitive. The implementation is performed in the solver ahmaxsat [8], which

was ranked first in several categories during the 2014, 2015 and 2016 Max-
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SAT Evaluations1. Tests are performed on unweighted and weighted, random

and crafted instances of previous Max-SAT Evaluations. Instances are divided

into three categories: unweighted Max-SAT (denoted ms), partial Max-SAT

(denoted pms) and weighted partial Max-SAT (denoted wpms). BnB Max-SAT

solvers are not competitive on industrial instances, which is why they were omit-

ted. We have made 143856 separate runs of the solver which, in our opinion, is

sufficient to show the impact of the studied components on the solver behavior.

All the experiments are performed on machines equipped with Intel Xeon 2.4

Ghz processors and 24 Gb of RAM and running under a GNU/Linux operating

system. The cutoff time is fixed to 1800 seconds per instance.

6.1. Learning Schemes and UP-Resilience

In the first set of experiments, we evaluate the impact of different learning

schemes on the behavior of BnB Max-SAT solvers. We consider the following

variants:

• ahmaxsatIRS : uses the learning scheme of MiniMAXSAT [9]. A transfor-

mation is learned if all the intermediary resolvents contain less than four

literals.

• ahmaxsatPAT : learns the transformations when the ISs match the three

main patterns presented in Section 2.2.4.

• ahmaxsatPAT+: learns the transformations when the ISs match the main

patterns or the extended set of patterns including UCSs, presented in

Section 2.2.4.

• ahmaxsatUPR: learns only UP-resilient transformations of ISs.

Table 1 shows the obtained results. For each variant, the columns S(T ), D

and L represent respectively the number of solved instances with the average

solving time, the average number of decisions and the percentage of learned

1https://maxsat-evaluations.github.io/2019/history.html

34



transformations. Columns marked with a star consider only the instances solved

by all solver variants.

We first observe that the IRS learning scheme behaves very differently from

PAT and PAT+. It learns in average 73,9% of the transformations while PAT

and PAT+ learn less than 25% of them. However, The average percentage of

UP-resilience of the transformations (not represented in the table) learned by the

IRS learning scheme is relatively low (79%) compared to PAT and PAT+ (resp.

100% and 98%). Furthermore, the solver explores more than three times (resp.

four times) more nodes of the search tree with the IRS learning scheme than with

PAT (resp. PAT+). This is clearly due to the fact that SUP detects less ISs with

the IRS learning scheme and, thus, provides a worse estimation of LB compared

to PAT and PAT+ which leads to less cuts in the search tree. Consequently,

ahmaxsatIRS solves much less instances (at least 367 less instances than the

other variants) with a higher average solving time for shared instances (at least

138 seconds more than the other variants). From these results, we can conclude

that the IRS learning scheme, as it is implemented in ahmaxsatIRS , does not

control efficiently the impact of the transformations on the SUP mechanism.

Secondly, the comparison of the PAT and PAT+ learning schemes shows a

slight increase of the percentage of learned transformations while keeping a high

percentage of UP-resilience (resp. 100% and 98%). Consequently, the average

number of decisions as well as the average solving time are slightly reduced.

It is also interesting to observe that the percentage of transformations learned

with the PAT+ learning scheme is lower than the one obtained with the UPR

learning scheme. This clearly shows that the current patterns do not allow the

detection of all UP-resilient transformations. This is also coherent with our

theoretical study in Section 5. Finally, the UPR learning scheme outperforms

all the other schemes (1407 instances solved in 58.27 seconds on average) when

we don’t consider the computation time required for checking the UP-resilience

of the transformations which provides empirical evidence on the relevance of

this property.
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Table 1: Impact of learning schemes on the efficiency of BnB Max-Sat solvers
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6.2. Orders and UP-Resilience

In the second set of experiments, we evaluate the impact of the current orders

of application of Max-SAT resolution on the UP-resilience of the transformation.

We compare two variants:

• ahmaxsatRPO: applies the Max-SAT resolution steps in reverse propaga-

tion order (RPO)

• ahmaxsatSIR: uses the Smallest Intermediary Resolvent (SIR) heuristic

described in [22].

The results are presented in Table 2 where UPR* refers to the average per-

centage of UP-resilience of the Max-SAT resolution transformations of the de-

tected ISs for instances solved by both variants. We observe that the average

percentage of UP-resilience is significantly higher with the SIR heuristic (64.8%

compared to 57.1% for RPO). Consequently, less decisions are necessary to solve

the instances (102,088 compared to 123,028 on average for RPO) and the solving

time is reduced (by 27 seconds on average). This shows the importance of the

Max-SAT resolution application order factor which has a direct impact on the

UP-resilience of the transformations and, thus, on the solver performance. In

our theoretical study in Section 5, we also provide an explanation for the seem-

ingly low average percentage of UP-resilience (less than 65% for both orders)

by showing that they don’t necessarily ensure UP-resilience of certain patterns.

6.3. Impact of UP-Resilience

In the last set of experiments, we have implemented a new learning scheme

based on the minimum percentage of UP-resilience allowed in the learned trans-

formations of ISs (%UPRIS) and UCSs (noted %UPRUCS). We have tested this

new learning scheme with %UPRIS and %UPRUCS ranging respectively from 0

to 100 and from 40 to 100. Results are presented in Fig. 13. We observe that the

best performance is achieved with %UPRIS and %UPRUCS ranging from 60%

to 100%. On these ranges of values, the average percentage of UP-resilience of

the learned transformations is always higher than 90%. With values lower than
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Instance classes #
ahmaxsatSIR ahmaxsatRPO

S(T*) D* UPR* S(T*) D* UPR*

m
s

cr
a
ft

ed bipartite 100 100(117,58) 34915 45,2% 100(136,44) 40608 41,6%

maxcut 67 56(55,82) 171380 79,4% 56(64,55) 208687 73,1%

set-covering 10 0(-) - - 0(-) - -

ra
n
d
o
m

highgirth 82 6(1017,82) 3745740 68,8% 2(1349,10) 4198100 57,9%

max2sat 100 100(115,48) 45444 54,4% 100(157,59) 60277 48,3%

max3sat 100 100(290,07) 328030 64,2% 99(347,74) 408764 54,5%

min2sat 96 96(3,27) 1046 55,3% 96(3,93) 1188 51,6%

p
m

s

cr
a
ft

ed

frb 25 5(181,58) 585949 84,5% 5(184,82) 609626 79,7%

job-shop 3 0(-) - - 0(-) - -

maxclique 158 132(29,21) 19493 85,9% 133(26,15) 18686 83,0%

maxone 140 107(38,19) 133747 86,1% 107(43,45) 131269 75,3%

min-enc/kbtree 42 30(191,23) 57989 70,7% 20(661,99) 164731 58,8%

pseudo/miplib 4 2(0,03) 288 83,8% 2(0,03) 271 77,9%

reversi 44 7(2,12) 56 59,8% 5(6,78) 69 45,8%

scheduling 5 0(-) - - 0(-) - -

ra
n
d
o
m

min2sat 60 55(115,72) 6200 40,9% 50(171,87) 9245 33,2%

min3sat 60 58(324,52) 85114 52,7% 57(407,59) 107054 44,1%

pmax2sat 60 60(4,42) 1021 61,4% 60(6,09) 1349 53,8%

pmax3sat/hi 30 30(83,47) 84944 58,9% 30(100,55) 99455 47,7%

w
p
m

s cr
a
ft

ed

auction 40 40(169,35) 310021 92,4% 40(204,42) 300832 80,2%

CSG 10 4(589,24) 54813 76,1% 4(547,29) 54569 50,1%

frb 34 14(101,81) 212369 85,2% 14(74,36) 220618 81,3%

min-enc 74 53(54,73) 18863 68,1% 50(151,67) 8055 51,3%

pseudo/miplib 12 2(0,08) 52 70,6% 2(1,16) 52 37,7%

ramsey 15 4(69,42) 157559 82,9% 4(74,05) 160686 76,9%

random-net 32 3(499,20) 391871 92,1% 2(915,15) 823476 77,0%

set-covering 45 10(-) - - 0(-) - -

wmaxcut 48 42(56,47) 29387 79,9% 46(60,52) 34640 73,0%

ra
n
d
o
m

wmax2sat 120 120(61,64) 3993 53,5% 120(80,77) 4794 47,5%

wmax3sat 40 40(142,42) 36836 61,9% 40(175,07) 46786 50,4%

wpmax2sat 90 89(7,31) 579 59,2% 90(10,59) 643 51,6%

wpmax3sat/hi 30 30(123,23) 30451 54,3% 30(162,61) 37451 40,0%

Total/Average 1776 1395(97,02) 80036 64,8% 1364(128,36) 93175 57,1%

Table 2: Impact of current Max-SAT resolution application orders on the UP-resilience of

transformations
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60%, the average number of decisions increases importantly and so does the av-

erage solving time. These results show that UP-resilience quantifies accurately

the impact of the transformations on the efficiency of SUP and provide further

incentive for our study in Section 5.
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Figure 13: Impact of the minimum percentage of UP-resilience allowed for learning the trans-

formations of ISs and UCSs

7. Conclusion and Future Work

We have introduced in this paper the notion of UP-resilience which quantifies

the impact of Max-SAT resolution transformations on the SUP mechanism. We

have shown that, according to the UP-resilience criterion, the main patterns do

not have a negative impact on SUP. It contributes to explain theoretically the

efficiency of the most used learning scheme which was proved only empirically

until now. We also proved that kb-UCSs are UP-resilient with respect to two

different orders PRO and PRCO. Then, we generalized this result to k-UCSs

where all clauses are binary except one of any size involved in the conflict.

We showed that unlike our orders, the current mechanisms don’t necessarily

ensure UP-resilience for these patterns. Thus, our orders can help extend the

current patterns used in state of the art BnB solvers. Finally, we presented

an experimental study providing empirical evidence on the relevance of UP-

resilience.

To our best knowledge, this is the first work in which UP-resilience is used
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to characterize the transformations by Max-SAT resolution in order to decide

the relevance of their application. Indeed, this can be a starting point of a

new approach to extend Max-SAT resolution patterns. In our case, we chose

UCS patterns because they present several advantages: the introduction of unit

clauses as well as the high frequency of their apparition. We also showed the

limits of the current orders of application of Max-SAT resolution. In fact, this is

the first work in which the proposed orders are introduced relatively to the struc-

ture of the implication graphs representing the possible propagation sequences

of an IS.

The prospects of our research include the extension of our studies to k-UCSs

in general. It also opens new perspectives for finding orders of application of

Max-SAT resolution that ensure UP-resilience or maximize its percentage by

thoroughly studying the implication graphs corresponding to the propagation

sequences of certain ISs. Another interesting prospect is extending our work

on more sophisticated mechanisms that are used to detect disjoint ISs such as

Generalized Unit Propagation (GUP) [23] which combines SUP whith Failed

Literals (FL) [24]. For instance, if the reason of unsatisfiablity of the detected

IS after applying GUP can be represented in the form of an implication graph,

our results would be applicable to GUP.

Finally, BnB solvers perform poorly on structured instances such as indus-

trial ones. In our opinion, this is mainly due to their inability to consider the

structural properties of these instances in the exploration of the search space.

An extended learning mechanism as described in our work may allow to guide

the exploration of the search tree by using the learned information as it is done

in modern SAT solvers. Thus, the UP-resilience property presented in this

paper may be a significant step towards the improvement of BnB Max-SAT

solvers performance on industrial instances. Also, increasing knowledge about

Max-SAT resolution can be useful for SAT-based solvers, which are mainly effi-

cient on industrial instances, as some solvers, such as EVA [6], already exploit

Max-SAT resolution to transform cores returned by SAT solvers.
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