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Abstract

An accurate battery management strategy is a crucial need in the developing of

reliable and viable plug in and hybrid electric vehicles. This on-board algorithm

has the advantages to protect the battery from critical operating conditions and

improve its lifetime. However, the effectiveness of the battery management

strategy mainly depends on the accuracy of its state of charge (SOC). In this

context, this paper proposes a novel technique for the SOC estimation based

on the unknown input observer and a new differential-algebraic model of a

lithium iron phosphate battery. The proposed observer aims to overcome the

unknown value of the initial SOC for on-board batteries using only current and

terminal voltage measurements. A reduced-order based unknown input observer

is developed to estimate the open circuit voltage and the SOC using the OCV-

SOC characteristic offline-determined. The unbiasedness of the estimation error

is guaranteed by the parameterization of a set of Sylvester constraints. The

performance of the proposed observer is verified by simulations and experiments

and the accuracy of the obtained results is analyzed and assessed.
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1. Introduction

Electrochemical batteries have presented an attractive alternative energy

source in automotive applications for several years [1]. Electric and Hybrid

Electric Vehicles (EV/HEV) have proven ability towards reducing harmful gas

emissions and securing natural resources [2], and as a result, battery technolo-

gies have experienced significant global growth, which has led to the production

of lithium-ion cells with high power and energy densities, long life cycles, wide

ranges of operating temperature, and low self-discharge rate [3],[4]. These ben-

efits have led to Lithium-Ion Batteries (LIB) being preferable to lead acid and

nickel metal batteries. To date, LIB is among the most popular Energy Storage

Systems (ESS) used in powertrain applications [5].

The cost efficiency and the lifetime (durability) of LIB mainly depend on the

battery management strategy. This management algorithm is used to secure

the device from unsafe operation (over charge, over discharge, high charge and

discharge current rate) [6] as well as to optimize the battery reliability [7]. An

important prerequisite of this algorithm is to have an accurate estimation of the

battery State of Charge (SOC). This energy indicator provides information on

the available capacity in the storage device and has the same role as fuel gauges

in conventional internal combustion engine.

In fact, online estimation of batteries SOC is a challenging issue in electric

and hybrid vehicles. This is mainly due to high dynamic operation as well as

nonlinearities in the batteries behavior. Several approaches and algorithms of

SOC estimation have been reported in [8], [9], [10]. Among estimation tech-

niques, the most conventional is the Coulomb counting also called Ampere-hour

(Ah) counting method [11]. This approach is based on the integration of the

battery current over time under charge and discharge modes. It requires a very

low computing power and can predict battery SOC in real time operation. But,
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to be efficiently used this open loop technique requires a known initial SOC. Fur-

thermore, accumulated measurement errors and noise can significantly affect the

accuracy of the algorithm. Another approach is based on the open circuit volt-

age (OCV) measurement [12], [13]. The relationship between the battery OCV

and SOC, often loaded in a look up table, allows for the estimation of battery

SOC with a simple measurement of the voltage under open circuit conditions.

The OCV-SOC characteristic has the advantage to present slight changes over

battery lifetime[12], [14]. However, a long relaxation time (rest period) is needed

to reach equilibrium state (a range of hours) [15], which enables it to predict

on-board batteries SOC. This method can also be used in combination with the

Ah counting method [16] but it is still an off-line estimation technique.

The impedance spectroscopy-based estimation [17], [18] is also not suitable for

online applications due to the influence of temperature and cell aging on the LIB

impedance [19]. Usually, the sensitivity of the internal impedance parameters

on temperature is extremely higher than that on SOC [20].

In [21], a Fuzzy Logic (FL) techniques is proposed to estimate the battery SOC.

In fact, all the proposed FL-based methods are used in combination with other

estimation techniques [21], [22]. They involve a relationship between the SOC

and another indicator parameters such as the electric impedance characteristic

taking, consequently, the same underlying constraints of the respective method-

ology. The Neural Network (NN) technique proposed in [23], [24] presents an

interesting alternative for SOC estimation. This algorithm is based on a NN

model of the battery, which is used to predict the SOC without knowledge of

the system behavior. But, developing a NN algorithm requires a large amount

of data and is limited for operating conditions covered by the training data [25].

Recently, SOC estimation methodologies based on battery models have increas-

ingly been related to EV real time operation due to their reliability and ability

to describe complex behavior of LIBs [26], [27]. Model-based estimation tech-

niques can be applied directly or together with adaptive filters and observers

[28], where the common idea is to deploy an accurate model of the battery (elec-

tric, electrochimical or mathematical) and measured signals (voltage, current,
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temperature) to estimate the SOC. In direct methods [13], the battery is mod-

eled in a simple electric circuit and a mathematical model is used to calculate

the SOC. But, the efficiency of direct methods relies solely on the accuracy of

the mathematical model.

In order to perform real time SOC estimation using model-based approaches,

filter based-algorithms such as Kalman Filter (KF) and its variants are involved

in the estimation process [10],[29],[30],[31]. In fact, the ordinary KF is not suit-

able for nonlinear state estimations. Its first derivative, the Extended Kalman

Filter (EKF) is applied in a variety of applications with different battery models

[10], [24] but it presents the same drawback of the KF as it linearizes models

nonlinearities. The modern Sigma-Point Kalman Filter (SPKF) has been de-

veloped to surmount disadvantages of model linearization. Its performances are

reliant to the initial SOC value, which is seldom available on-board [32]. Un-

scented Kalman Filters (UKF) need important computing power compared to

other Kalman filters [33].

Other proposed methodologies are also reported and discussed in [34], such as

hybrid techniques combining two or three algorithms to estimate the SOC. These

techniques take the advantage of each method to obtain optimal performance.

Moreover, it can been concluded from the comparison study provided in [34]

that some simpler methods such as KF and EKF can be more accurate than

hybrid approaches and require smaller memory device.

In reference [35], the authors provided an Adaptive Particle Filter (APF) to

estimate the SOC and proved its superiority compared to the conventional PF

[36],[34]. Other advanced techniques of adaptive observers are also provided

in [37] using a new adaptive fading EKF and in [38] using an adaptive Sliding

Mode Observer (SMO). For the adaptive SMO, it was difficult to adjust switch-

ing gains to control sliding regime and it was noticed that the convergence time

highly depends on the initial SOC.

Another issue for SOC estimation is the battery model choice and parameter

identification. In fact, majority of the existing researches used offline identifi-

cation methods to calculate a fixed set of parameters that will be used in the
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estimation process [39], [40]. However, many factors such as temperature, aging,

and operation conditions could significantly impact the LIB characteristics and

then the model parameters as well as the SOC estimation [41].

Depending on the targeted accuracy, a variety of models have been developed

for LIBs. In EVs, electric circuit-based models are the most suitable to describe

dynamic behavior of a battery in charge and discharge modes [42], [43]. Some

researchers used a simple Rint model consisting of a constant voltage source

OCV in series with a resistance [44]. To consider the relaxation phenomena

during or after charging/discharging cycles, a parallel RC element needs to be

added in the circuit (Thevenin model) [45], [46]. For more accurate results, more

than one RC branch are recommended [47]. However, it should be mentioned

that during rest periods the real battery OCV should not be constant and is still

changing to reach an equilibrium level. Constant voltage source-based models

are unfortunately unable to track these changes when a current is not circulating

through the battery.

In this context, this paper proposes a new battery model and a novel ap-

proach to estimate the battery SOC using the Unknown Input Observer (UIO)

and the OCV-SOC characteristic curve. With respect to the above-discussed

works, the salient features of the paper proposal can be summarized as follows:

1. Proposing a modified Thevenin circuit for Lithium batteries to consider

OCV variations during operation and resting periods.

2. Online model parameters determination and updating to track changes

caused by temperature variations, vehicle operation mode, and battery

aging..

3. Developing a new SOC estimation approach based on an unknown input

observer and a new differential-algebraic model to overcome problems of

unknown initial SOC, OCV measurements, and computational burden.

4. Estimating the SOC using only measurements issued from hardware nor-

mally connected to the battery in real-world applications.
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The proposed new battery model and its SOC estimation technique are both

validated by simulations and experiments using two different load profiles. Fi-

nally, it is worthy to mention that the proposal could be used for any battery

technology.

This paper is organized as follows: in Section II, an equivalent circuit-based

model and an online identification parameter is introduced. In Section III, the

observer statement used for the SOC estimation is described. In Section IV, the

verification in terms of model accuracy and the experimental validation of the

proposed estimation method are presented. Finally, the paper is concluded in

Section V.

2. Battery model identification

2.1. Equivalent circuit model

Reducing computational efforts in online estimation tasks is important. The

comparative study developed in [48] shows the performance (robustness, accu-

racy, and simplicity) of the first order RC-model compared to other complex

models for two types of battery cells.

The equivalent circuit model selected for this application is given in Fig. 1.

Contrarily to typical Thevenin model, a capacity C0 is used instead of constant

voltage source to reproduce the battery charge and discharge behaviors [49].

The internal resistance R0 is resulting from the electrolyte in which the battery

electrodes are immersed while the parallel R1C1 highlights the rest time effect

on the battery response. The related parameters are determined in section 4.

This adopted model should be enough effective for real time estimation.

2.2. Online parameter identification

To identify the model parameters, a recursive least square (RLS) method

is adopted. Simplicity and fast convergence are the main advantages of this

algorithm compared to other identification techniques. It offers the ability to
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Figure 1: Battery model

perform online identification tasks [50]. By using Kirchhoff’s laws, the equivalent

circuit given by Fig.1 leads to the following equations:

Vbat = OCV + V1 + VR0
(1)

dSOC

dt
=

1

Cn
Ibat (2)

dV1

dt
= − 1

R1C1
V1 +

1

C1
Ibat (3)

where Cn is the nominal capacity, in Ah, of the battery. To identify R1, C0, R1

and C1 we formulate the transfer function H(s) between the terminal battery

voltage Vbat and the current Ibat, then we obtain

H(s) =
Vbat
Ibat

=
R1

R1C1s+ 1
+

1

C0s
+R0 (4)

then, the transfer function has the following general form

H(s) =
a2s

2 + a1s+ a0

s2 + b0s
(5)

where  a2 = R0; a1 = R0

R1C1
+ 1

C0
+ 1

C1
; a0 = 1

R1C1C0

b0 = 1
R1C1

(6)

Using the following bilinear transformation [51]

s→ 2

TS

(
1− z−1

1 + z−1

)
(7)

with Ts is the sampling time, the discretization of H(s) is given by

H(z) =
Vbat(z)

Ibat(z)
=
c0 + c1z

−1 + c2z
−2

1 + d1z−1 + d2z−2
(8)
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where 

c0 =
2a1Ts+a0T

2
s+4a2

2b0Ts+4

c1 =
−a2+a0T

2
s

b0Ts+2

c2 =
4a2−2a1Ts+a0T

2
s

2b0Ts

d1 = −4
b0Ts+2

d2 = 2−b0Ts
2+b0Ts

(9)

Based on these parameters, we can develop the recurrent equation of the system

as follows

Vbat(k) = −d1Vbat(k − 1)− d2Vbat(k − 2) + c0Ibat(k)+

c1Ibat(k − 1) + c2Ibat(k − 2)
(10)

which can be written as

Vbat(k) = ΦT (k)θ(k − 1) (11)

where Vbat is the measured voltage vector

Φ =



−Vbat(k − 1)

−Vbat(k − 2)

Ibat(k)

Ibat(k − 1)

Ibat(k − 2)


(12)

is the regressors vector, and

θ =
[
d1 d2 c0 c1 c2

]T
(13)

is the vector of the unknown coefficients to be determined.

Disposing of a set of n measurements of the battery voltage, the objective

of the RLS is to iteratively minimize, the following quadratic error

e =
1

n

n∑
k=1

[
Vbat(k)− ΦT (k)θ(k − 1)

]2
(14)

in order to estimate the vector
∧
θ =

[ ∧
d1

∧
d2

∧
c0

∧
c1

∧
c2

]T
.

From
∧
θ, we can calculate (

∧
R0,
∧
C0,
∧
R1and

∧
C1).
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3. SOC Estimation

SOC estimation algorithms typically require intensive computational efforts

due to many involved parameters and partial differential equations. Appropriate

simplifications are therefore necessary to facilitate a real time implementation.

In the current implementation a reduced-order UIO approach is used in order

to minimize the computational time and simplify the algorithm matrices com-

puting. Some interesting theoretical results on UIO are presented in [52] for a

linear case, in [53] for a bilinear system and in [54] and [55] for a nonlinear case.

The battery model is written as a differential-algebraic systems, including

by adding the OCV-SOC nonlinear characteristic equation. It can be noticed

that the relationship between the OCV and SOC can be approximated by a

linear interpolation in the interval between 10% and 90% (Fig.(5)) and can be

written as OCV = a.SOC + b.

With this algebraic equation, we obtain the following linear descriptor system

Ē ˙̄x = Āx̄+ b̄+ B̄u (15a)

ȳ = C̄x̄+Du (15b)

with,

x̄ =


V1

SOC

OCV

, u = Ibat, ȳ = Vbat

and Ē=


1 0 0

0 1 0

0 0 0

 , Ā=


−1
R1C1

0 0

0 0 0

0 a −1

 , b̄=


0

0

b

 , B̄=


1
C1

1
Cn

0

 , C̄=
[
1 0 1

]
, D=

R0

Let us introduce the following new system including the augmented state
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x =
[
x̄T vT

]T
with v=Du, then we obtain

Eẋ = Ax+ b̄ +Bu (16a)

y = Cx (16b)

with E=

Ē 0

0 0

 , A=

Ā 0

0 −α

 , C=

C̄ D

0 1

 , b̄=

b̄
0

 , B=

 B̄

αD

 ,
It is easy to show that, the system (16) is regular and observable i.e

det(sE −A) 6= 0 and rank

λE −A
C

 = n (17)

where n = 4 is the system’s order and (| s |, | λ |) ≥ 1 ,(s, λ) are finite.

Let us consider the following observer

ζ̇ = Πζζ + Πuu+ Πyy + S (18a)

x̂ = Pζ −QE⊥u+My (18b)

with Πζ ,Πu,Πy, S, P,Q,M are matrices of appropriate dimensions to be deter-

mined, E⊥ denotes a maximal row rank matrix such E⊥E = 0 .

Let T be a matrix of appropriate dimension such that ε = ζ − TEx be the

observation error, then

its derivative is given by

ε̇ = ζ̇ − TEẋ

= Πζε+ (ΠζTE − TA+ ΠyC)x

+(Πu − TB)u+ (S − T b̄) (19a)

x̂ = Pε+ (PTE +QE⊥A+MC)x (19b)

The problem of reduced-order observer design for the system (16) is reduced

to find matrices Πζ ,Πu,Πy, S, P,Q, and M such that, the error dynamic (19) is

asymptotically stable and e = x̂ − x converges toward zero. The observation

error given by (19a) converges towards zero if we choose Πζ Hurwitz and the
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following generalized Sylvester matrix equations subject to T,Πy, P,Q and M

ΠζTE − TA+ ΠyC = 0 (20)

PTE +QE⊥A+MC = I (21)

hold, and we take

Πu = TB (22)

S = T b̄ (23)

If equations (20), (22), (23), (21) are satisfied, then equations (19a), (19b)

become

ε̇ = Πζε (24)

e = Pε (25)

if Πζ is Hurwitz then (24) is asymptotically stable and the error e converges

toward zero. Therefore, one can choose the state observer matrix Πζ by using the

classical theory of pole placement, with respect to the stability and the minimum

settling time. In the following, we will give the solutions of equations (20) and

(21), in order to compute the remaining observer matrices; Πy,Πu, S, P,Q and

M .

The order of the observer q can be chosen between n (full order) and n− p

(minimum reduced-order) with rankC = p. The choice of the order is more

easy than existing observers. In fact the choice of the order of the observer (18)

directly depends on the choice of Πζ .

Let N(s) ∈ Rn×r[s] and D(s) ∈ Rr×r[s] be two ΠT
ζ -coprime polynomial

matrices i.e rank

N(λ)

D(λ)

 = r for any λ ∈ σ(ΠT
ζ ), such that

(A− sE)−TCT = N(s)D−1(s) (26)

then we can write

N(s) =

w∑
i=0

Nis
i and D(s) =

w∑
i=0

Dis
i (27)

11



with w = max(deg{N(s)}, deg{D(s)})

Let F and B a given matrices, for a regular pencil (E,A), the solution of

the following generalized Sylvester matrix equation

AV − EV F = BW (28)

with respect to V and W is given by

V = N0Z +N1ZF + · · ·+NwZF
w (29)

W = D0Z +D1ZF + · · ·+DwZF
w (30)

the proof of this lemma can be seen in [56].
Under (17), let Z1 and Z2 be two arbitrary matrices and Πζ a stable square

matrix, the general solutions for T,Πy, P,Q and M in equations (20) and (21)
can be expressed as follows

T = −Z1N
T
0 − Π

T
ζ Z1N

T
1 − · · · − (Π

w
ζ )
T
Z1N

T
w (31)

Πy = −Z1D
T
0 − Π

T
ζ Z1D

T
1 − · · · − (Π

w
ζ )
T
Z1D

T
w (32)

[
P Q M

]
= I


TE

E⊥A

C


+

+ Z2

I −

TE

E⊥A

C



TE

E⊥A

C


+
 (33)

with + denotes the pseudo-inverse matrix.

Equation (20) can be written as (28). In fact, the transpose of (20) gives

ETTTΠT
ζ −ATTT + CTΠT

y = 0 (34)

this equation is equivalent to (28) with V = −TT and W = −ΠT
y .

Equation (21) has the well known form XA = B.

avec X =
[
P Q M

]
, A =

[
(TE)T (E⊥A)T CT

]T
and B = I, the general

solution in this case is given by

X = A+ + Z2(I −AA+)

This completes the theorem proof.

By substituting T in (22) and (23) we obtain Πu and S. This completes the

design of the observer (18).
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Figure 2: Test bench

4. Experimental Validation

4.1. Test bench

Experimental tests were conducted using a Lithium-iron phosphate battery

(LiFePO4) and a National Instruments CompactRIO platform.

The test bench (Fig. 2) consists of an LP-12V/40Ah battery from GWL

Power with 12V as nominal voltage and 40Ah as nominal capacity, a battery

charger SM82, a BK 8514 DC electronic load (1200W/0 − 120V/0 − 240A)

characterized by its high accuracy and used to generate the variable load profile,

a NI 9215 analog module from National Instruments (NI) having 4 channels

and 16bit/100kH/ ± 10V of range and resolution, used for data acquisition in

association with a high accurate LEM LA-205 S current transducer (±0.8%).

13



4.2. Battery model validation

The battery equivalent circuit is identified using a pulse discharge current

Fig.9a and a set of battery voltage measurements Fig.9b. The RLS identification

code is developed under MATLAB software then the same load profile is applied

to simulate the model under MATLAB/SimPowerSystems environment. The

values of the obtained parameters are given in Table 1 and the simulation results

vs. measurements are presented in Fig. 4. They highlight the effectiveness of

the proposed model and the identification algorithm.

Table 1: Battery model parameters (mean values)

Parameters Values

R0 8.910−3Ω

R1 24.110−3Ω

C0 2.31105F

C1 35F

4.3. OCV-SOC curve

To construct the OCV-SOC curve, the battery is initially fully charged (100%

of SOC) with a maximum voltage of 13.9V . A pulse current load with 20A

(0.5Cn) of amplitude during 10 minutes and 80 minutes of resting time is ap-

plied. The relaxation time is necessary to achieve steady-state voltage in no-

load condition. The experiment is stopped when the battery cut-off voltage

Voff = 11V is reached. The total experiment duration is about 16 hours and

40 minutes where voltage and current measurements are carried out using a

LABVIEW graphic interface.
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Figure 3: Battery discharge test: (a) Pulse discharge current (b) Measured terminal voltage

During the discharge test a set of open circuit voltage measurements are

done at the end of each relaxation period. The obtained OCV-SOC curve is

presented in Fig. 5.

4.4. Observer results

To validate the relevance of the proposed technique, an online SOC estima-

tion was applied to the battery without any information on the initial SOC.

The approach was verified by measurements and simulations for two load pro-

files and under different operating conditions. The first is the pulse discharge

test and the second is the New Worldwide harmonized Light vehicles Test Pro-

cedure (WLTP), Fig. 10.

The simulation results and the experimental data for the UIO under pulse

discharge test are given in figures 6 to 9. The maximum absolute error is 0.02

V for Vbat and much lower for V1 and OCV . It can been noticed that the er-
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Figure 4: Battery model verification using pulse discharge current

0 20 40 60 80 100

SOC [%]

12

12.5

13

13.5

14

OC
V 

[V
]

Measured OCV-SOC

Estimated OCV-SOC (10%-90%)

Figure 5: Measured OCV-SOC characteristic

ror computed for the SOC estimation converges to zero with lower convergence

time compared to the adaptive extended Kalman filter (AEKF) and SMO [38].

Based on [37], we can notice that the UIO shows higher accuracy compared to

AEKF and EKF methods. The maximum absolute SOC error given under the
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Figure 6: Battery terminal voltage estimation for the pulse discharge current

constant load current is 2.5% for the AEKF and 6% for the EKF.

The estimation results of the UIO under the WLTP are plotted given in

Figs. 11 and 12. As it can be seen, the estimated battery SOC converges

quickly, while being quite close to the measured one. The SOC estimation

maximum error remains below 0.25%. This value is bigger than the pulse test

maximum error due to the higher dynamic load. More estimation results are

given in Table 2. Where, the initial measured SOC is 100%, Errormax is the

maximum error given for the steady state estimated SOC and tconvergence is

the convergence time of the proposed observer.

For comparison purposes, the proposed approach has been evaluated versus

other well-known adaptive and advanced estimation techniques available in the

literature, focusing on SOC estimations results under dynamic load conditions.

Indeed, in[57], the authors proposed an improved adaptive SOC estimator that
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Figure 7: OCV estimation for the pulse discharge test

has been tested with three driving cycles, the FUDS, the DST, and the UDDS,

where the lower obtained maximum error was 1.17%. In [35],the authors esti-

mated the SOC using an adaptive PF for an UDDS driving cycle and the lower

SOC error reached by this technique was 1.1%. In [38], the maximum SOC

error given by the adaptive SMO was 2% and in [58], the maximum SOC error

obtained by the strong tracking SPKF was 0.83%. According to the SOC estima-

tion maximum error, it can therefore be concluded that the proposed approach

is clearly outperforming the above-mentioned SOC estimation techniques.

Although the proposed technique was developed based on a simplified model,

ensuring the required simplicity for real time applications, the obtained re-

sults demonstrate its relevance in accurately estimating the lithium-ion batteries

SOC.
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Figure 8: V1 estimation for the pulse discharge test

5. Conclusion

In this paper, a first order RC model was adopted to describe the behavior of

a LiFePO4 battery. This model showed good performance in terms of robustness

and accuracy and was enough-simple to perform real time estimation tasks. The

battery measured characteristics (current and voltage) were obtained to perform

model parameter identification and get the OCV-SOC curve.

Using a new differential-algebraic model for the battery, an unknown input

observer based on the open circuit voltage equation was proposed to estimate

the SOC. The convergence and the stability are guaranteed by using a simple

pole placement. The unbiasedness of the estimation error is carried out by

the parametrization of the solutions of Sylvester equations. Experimental and

simulation results have clearly shown that the UIO method can estimate the

battery SOC with a higher accuracy compared to Kalman filters, sliding mode
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Figure 9: SOC estimation for the pulse discharge test
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Figure 10: WLTP load current

observer, and other adaptive technique such as adaptive particle filters.

In this context, the UIO algorithm will obviously increase the effectiveness and

reliability of the battery management strategy.
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Figure 11: SOC estimation and measurement for the WLTP
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Figure 12: SOC estimation error for the WLTP
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