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The primary visual cortex (V1) processes complex mixtures of
orientations to build neural representations of our visual en-
vironment. It remains unclear how V1 adapts to the highly
volatile distributions of orientations found in natural images.
We used naturalistic stimuli and measured the response of V1
neurons to orientation distributions of varying bandwidth. Al-
though broad distributions decreased single neuron tuning, a
neurally plausible decoder could robustly retrieve the orienta-
tions of stimuli from the population activity at all bandwidths.
This decoder demonstrates that V1 population co-encodes ori-
entation and its precision, which enhances population decod-
ing performances. This internal representation is mediated by
temporally distinct neural dynamics and supports a precision-
weighted description of neuronal message passing in the visual
cortex.
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Introduction
Selectivity to the orientation of stimuli is an archetypal

feature of neurons in the primary visual cortex (V1) (1). In
more than 60 years of investigations, low-complexity stim-
uli such as gratings have uncovered many orientation-tuned
filter-like properties in V1 (2). These stimuli are, however, in-
trinsically limited in their relevance to study the rich cortical
dynamics (3) involved in the vision of natural images (4). In-
deed, the complex content of our everyday visual scenery (5)
enforces sparse and efficient population codes in V1 (6–
8). Thus, any understanding of how the early visual system
works has to also account for the behavior of V1 in its eco-
logical visual environment (9). While it is possible to directly
probe V1 with natural images (10), synthetic “natural-like”
stimuli are often preferred (11). This approach offers a com-
promise between the desire for keeping a fine control over
the experiments and the need for complex, naturalistic stim-
uli to study ecological brain mechanisms. Moreover, these
synthetic stimuli allow the isolation of relevant visual param-
eters by removing correlations between the multiple percep-
tual dimensions composing a natural image (12–15).

The underlying structure of natural images and natural-
like stimuli can be represented as a distribution of orienta-
tions (Supplementary Figure 1). The amplitude of such dis-
tributions corresponds to the contrast of the image, whose
impact on orientation selectivity has been thoroughly inves-
tigated (16). On the contrary, the cortical processing of
the broadness of this distribution (i.e. the orientation band-

width) is unclear. Broader orientation bandwidths reduce the
salience and the precision of orientation inputs. This is a
central challenge which V1 must constantly address, as the
distribution of orientations in natural images is highly het-
erogeneous. Current models of the influence of orientation
bandwidth on vision come from the field of texture percep-
tion (17). Intuitively, psychophysics experiments have shown
that increased broadness in orientation distributions wors-
ens orientation discrimination performances (18–20), which
can be explained by computational models of intracortical
dynamics (21–23). Despite these converging observations,
there has been very few investigations in the neural corre-
lates of the processing of orientation bandwidth. Recent work
by Goris et al. (14) has shown that orientation bandwidth
causes tuning modulations of single neurons in V1 and V2
that are coherent with previous psychophysics and computa-
tional studies. These modulations are heterogeneous at the
population level and provide a robust theoretical basis for en-
coding natural images. However, the detailed processes in-
volved in this population code remain unknown.

Here, we used naturalistic stimuli to study the encoding
of the bandwidth of orientations in V1. Using a biologically
plausible neuronal decoder (24), we found that stimuli orien-
tation could be robustly inferred from the population activ-
ity at multiple broadness of input bandwidth. While band-
width is not encoded explicitly in the activity of individual
V1 neurons, we showed that it is actually co-encoded with
orientation, which improves the orientation encoding perfor-
mances of a neural population. Moreover, the bandwidth of
an orientation is linked to its processing time, which stems
from temporally separated neural representations of orienta-
tion bandwidths within the same neural network. Orienta-
tions of narrow bandwidths are encoded in the population ac-
tivity right after the onset of the stimuli. This representation
then fades away to make place for a broader bandwidth neural
code, which can peak up to several hundred of milliseconds
later. These results suggest that the precision of the orien-
tation, in the form of its bandwidth, is actively processed in
V1. This conveys crucial implications for theories requiring
the encoding of the precision of sensory variables, such as
predictive coding (25).

Results
Single neuron modulation by orientation bandwidth.
Single-unit activity of 254 V1 neurons was recorded in three
anesthetized cats. Orientation selectivity was measured us-
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Figure 1. Band-pass filtered white noise stimuli and single-neuron responses. (a) Examples of Motion Clouds, oriented at 45° relative to the horizontal axis. Neuronal
responses were measured with orthogonally drifting Motion Clouds of 12 different orientations θ and 8 orientation bandwidth Bθ . (b) Top : Tuning curves of three examples
neurons stimulated with Motion Clouds of increasing Bθ , i.e. increasing orientation bandwidth (from top to bottom). Colored points represent the mean firing rate across
trials (baseline subtracted, 300 ms average), with lines indicating a fitted von Mises function. Bottom : Changes in orientation tuning were measured by the Half-Width at
Half-Height (HWHH) and Circular Variance (CV) as a function of Bθ and fitted with Naka-Rushton (NKR) functions (dashed curves). Additional examples are shown in
Supplementary Figure 2. (c) Distribution of the NKR parameters for the entire recorded population.

ing band-pass filtered white noise images called Motion
Clouds (26), whose underlying generative framework al-
lowed to precisely control the orientation content of each
visual stimulus. Specifically, we varied two parameters of
Motion Clouds: their median orientation θ and the band-
width of the orientation distribution Bθ (Figure 1a), which
as the standard deviation of the distribution is related to the
variance or inverse precision of the orientation input to V1.
Like natural images, Motion Clouds are complex mixtures
of orientations, but their stationarity in the spatial domain

removes any potential second-order correlation, and allows
to isolate the effect of Bθ on orientation selectivity (Supple-
mentary Figure 1). Moreover, they conform to the statistics
of natural images, namely the 1/f2 power spectrum distri-
bution (6). We measured the orientation selectivity of V1
neurons to Motion Clouds for 12 evenly spaced values of
θ (steps of 15°) and 8 values of Bθ (steps of 5.1°, starting
at 0°). As Bθ increased, the vast majority of tuning curves
remained centered on the same preferred orientation (98%
units, p < 0.05, Wilcoxon signed-rank test) but diminished
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Figure 2. Decoding orientation from population activity. (a) Illustration of the decoding model. For each trial, spikes from all single units in a given time window were pooled
in a single neural activity vector X(t). A multinomial logistic classifier predicts the identity k of the stimulus in this trial by estimating the probability for different hypothesis
y. This is achieved by learning a weight vector βk which maximizes the accuracy of the prediction P (y = k|X(t)) ≈ σ(βTk X(t)), where σ is the sigmoid function. The
resulting accuracy of this classifier serves as a proxy for the discriminability of the population’s neural activity within feature space. (b) Time course around the peri-stimulus
time (PST) of the accuracy of three independent decoders trained to predict the orientation θ of Motion Clouds for a given orientation bandwidthBθ . Solid dark line represent
the mean accuracy of a 5-fold cross validation and filled contour the SD. Decoding at chance level (here, 1

12 ) is represented by a gray dashed line. Arrows indicate the time
at which maximum average accuracy was reached. (c) Confusion matrices of the decoders at three time points around stimulation time. Values inside the diagonals of each
matrix represent the instances of correct decoding, that is, where θ(t)pred = θtrue. Each row of matrices is framed with the color code of the corresponding decoder in (b).

in peak amplitude (94% units, p < 0.05, Wilcoxon signed-
rank test, 73.1% mean amplitude decrease). Only 26% neu-
rons were still tuned when orientation bandwidth reached
Bθ = 36.0°. As such, the common selectivity modulation
caused by an increasing orientation bandwidth Bθ was a
broadening of tuning, which unfolded heterogeneously be-
tween neurons, as illustrated by three example tuning curves
(Figure 1b). Specifically, neurons Ma006 and Ti002 were no
longer tuned to stimuli of Bθ = 36.0° (p= 0.24 and 0.07, re-
spectively, Wilcoxon signed-rank test, firing rate of preferred
vs orthogonal orientation), contrary to neuron Tv001 which
remained orientation selective (p= 10−6). The variations of
tuning broadness were more precisely assessed by measur-
ing both the global tuning of the raw data (Circular variance,
CV) and the local strength of tuning around the peak of a fit-
ted von Mises function (Half-Width at Half-Height, HWHH).
The step-like changes observed (Figure 1c) were fitted with
a Naka-Rushton function (27) (Supplementary Figure 3), al-

lowing the estimation of two descriptive parameters of the
bandwidth-response function. First, the bandwidth valueB50
corresponds to theBθ at which a neuron transitioned towards
a more broadly tuned state. Then, the slope n, which indi-
cates the steepness of the variations of tuning asBθ increases.
This variable was correlated to the tuning width measured
at Bθ = 0.0° (pHWHH = 0.048, Spearman’s RHWHH = 0.12,
pCV = 10−6, Spearman’s RCV = 0.33), that is, broadly tuned
neurons underwent tuning modulations at lower Bθ com-
pared to narrower neurons, similar to previous experimen-
tal observations (14). No other significant relationship was
found, except for the n;B50 correlation produced by the
Naka-Rushton fitting procedure (the optimal fit of a neuron
whose B50 is past the maximum tested Bθ is a linear func-
tion). Overall, the population’s parameters were heteroge-
neous (Figure 1c), suggesting a diversity of tuning modula-
tions between neurons would provide better orientation selec-
tivity capacity between multiple orientation bandwidths (14).
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Figure 3. Decoding orientation bandwidth. (a) Left: Time course of a decoder trained to retrieve the orientation bandwidth (Bθ ) of Motion Clouds. Solid dark line represent
the mean accuracy of a 5-fold cross validation and filled contour the SD. The arrow points at the time at which maximum accuracy was reached. Right: Confusion matrices of
the decoder. (b) Left: Time course of a decoder predicting both the orientation (θ) and orientation bandwidth (Bθ ). Right: Confusion matrices of the decoder. In each section
labeled by a givenBθ , the local matrix organization is identical as in Figure 2, as represented in the white inset. White arrows indicate theBθ erroneous, θ correct diagonals
parallel to the central identity line. (c) Left, top: confusion matrices of a decoder trained to retrieve orientation θ without prior knowledge of Bθ . Left, bottom: confusion
matrices of the θ×Bθ decoder (as in b), marginalized over Bθ to show θ decoding accuracies. Grey contoured regions congruent to a white asterisk indicate a significant
difference between the two decoders (1000 permutations test, n=6, threshold: p < 0.05). Right: time courses of the marginalized decoder (blue, bottom confusion matrix row)
and orientation-only decoder (red, top confusion matrix row).

Decoding orientation from population activity. Since the
variety of tuning modulations observed in single neurons
pleads in favor of a multi-neuronal collaboration, we used a
neuronal decoding method that probes for a population code
to see if the parameters of the Motion Clouds could be read
out from the population activity. Briefly, we trained a multi-
nomial logistic regression classifier, which is a probabilistic
model that classifies data with multiple outcomes (28) (see
Material and Methods). Here, this classifier was fed the fir-
ing rate of all recorded neurons in a given time window and
learned a coefficient for each recorded neuron that predicts

best the identity of a stimulus eliciting the population activity
(Figure 2a). To decode orientation θ, the dataset of trials were
split by Bθ such that 8 independent orientation-bandwidth
specific decoders were learned. These were then able to pre-
dict the correct Motion Clouds’ θ well above the chance level
of 1 out of 12 values. The temporal evolution of decoding
performance for these decoders (Figure 2b) shows that the
maximum is reached faster for stimuli with narrower band-
widths (270 and 370 ms post-stimulation for Bθ = 0.0° and
Bθ = 36.0°, respectively). The decoding performance is sus-
tained up to 150 ms after the end of stimulation, indicating
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that late neural activity can serve to decode the orientation of
stimuli for all Bθ (Figure 2b). A more detailed description of
these decoders’ performances is given by confusion matrices
(Figure 2c), which represent the accuracy of the decoder for
all possible combinations of true and predicted stimuli (see
Materials and Methods). The maximal diagonalization (num-
ber of significant ypred = ytrue instances) of theBθ = 0° de-
coder, observed as early as 100 ms after the stimulation onset,
is close to the diagonalization of the Bθ = 36.0° decoder ob-
served hundreds of ms later (12/12 versus 11/12 classes sig-
nificantly decoded above chance level, respectively, p< 0.05,
1000 permutations test). Thus, orientation could be retrieved
above chance level from the population activity, for all Bθ,
albeit with different dynamics. The short delay required to
perform decoding above chance level is congruent with the
feedforward-like processing latency of V1 (24), while the in-
creased time required to reach maximum accuracy, especially
for broad bandwidth orientations, would hint at the presence
of a slower mechanism at these precision levels.

Decoding orientation bandwidth. As the decoding of ori-
entation was impacted by orientation bandwidth, we sought
to understand if Bθ was also encoded in the population activ-
ity. A decoder trained to retrieve theBθ of stimuli (Figure 3a)
reached a maximum accuracy of twice the chance level in
280 ms. However, the confusion matrix indicates that the
predictions were essentially binary, discriminating between
narrow and broad Bθ (Bθ = [0.0°;5.1°;36.0°] significantly
decoded above change level, p < 0.05, 1000 permutations
test). This dyadic decoding is reminiscent of the step-like
changes observed in tuning curves (Figure 1c), but also of
the bi-modal like distributions of the tuning steepness in the
population (Figure 1c). Altogether, a binary estimation of
the orientation’s bandwidth is available independently of the
orientation itself, but a fine representation of bandwidth, es-
pecially for intermediate Bθ, cannot be retrieved accurately
as a standalone variable using the present decoding method.

Nevertheless, orientation bandwidth could also be en-
coded in V1 as a two-dimensional variable, consisting of
the Cartesian product of orientation and bandwidth. Such a
θ×Bθ decoder was trained and could retrieve the identity of
Motion Clouds with a maximum accuracy of about 16 times
the chance level 1

96 in 350 ms (Figure 3b). This delay to max-
imum accuracy is similar to the delay of broadBθ orientation
decoders (Figure 2b). In line with the previous θ decoders
(Figure 2b), the confusion matrix of this θ ×Bθ decoder
showed greater accuracy for patterns of narrow bandwidth
(Figure 2b inset, 44% average θ decoding for Bθ = 0.0°
and 12% for Bθ = 36.0°). Only 26% of stimuli were ac-
curately predicted to a significant degree due to secondary,
parallel diagonals in the confusion matrices (Figure 3b, right,
arrows), which are instances where the decoder correctly pre-
dicted θ with no exact certainty on the associated Bθ (only
elements within the main diagonals are correct decoding oc-
curences, where ypred = ytrue). Since the addition of Bθ
worsens the decoding of θ, even at Bθ = 0.0°, what advan-
tage is there to co-encode bandwidth? To answer this ques-
tion, we compared the performances of two orientation de-
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coders (Figure 3c). The first learned only θ without any prior
knowledge on Bθ while another was the marginalization of
the θ×Bθ decoder over Bθ (Figure 3b). This is a simple re-
structuring operation which “folded” the 96 class confusion
matrix over its columns and rows to obtain an orientation-
only output. When marginalized, the θ×Bθ decoder per-
formed better than the Bθ-agnostic decoder (12/12 classes
significant, p < 0.05, 1000 permutations test). Prior knowl-
edge on the orientation bandwidth associated with an ori-
ented input thus yielded better performances of ypred = ytrue
orientation decoding.

Temporal dynamics of bandwidth decoding. The visu-
alization of the decoder’s weight can give some indication
as to how this dual θ×Bθ code is implemented in single
neurons. The decoder learned for each neuron and at each
time step a vector βk of K elements. Representing all the
independently-learned vectors through time creates a coeffi-
cient map that allowed to visualize the contribution by indi-
vidual neurons to the population code in the θ×Bθ decoding
paradigm. Repeated values through Bθ in each vector (Fig-
ure 4a, red areas in each dashed sections) correspond to a
“vote” for the preferred orientation of the neuron, along with
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ambiguity over different Bθ values. Similar to the behavior
of tuning curves (Figure 1b), the coefficient maps showed for
some neurons a decrease of the orientation selective decod-
ing coefficients as Bθ increased (coefficient maps of neurons
Tc001 and Th002), while others remained tuned yet with an
increasing width and time delay (neuron Th004). While the
tuning curves were linked to the neuron’s receptive field, the
coefficient maps here are comparable to an “emitting field”,
i.e. to the content of the message passed by a neuron to the
population. The presence of repeated peaks raised one im-
portant question: if the Bθ identity of orientation θ is am-
biguous in single neurons (repeated values, Figure 4a) and in
the population (secondary diagonals, Figure 3b), how can V1
retrieve the θ×Bθ identity of a stimulus? A possible disam-
biguation of the stimulus’ identity comes from the dynamics
of the Bθ decoding. The specific time course of bandwidth
decoding creates a lagged onset for broad bandwidth orien-
tations, particularly visible in the coefficient map of neuron
Th004. This is for instance reflected in the decoder’s total
pool of coefficients, in which the narrower half of measured
bandwidths (Bθ < 18°) stimuli are best encoded during the
first 200 ms post-stimuli, transitioning to a better representa-
tion for the broader half (Bθ > 18°) afterwards (Figure 4b).

Since the decoding of orientation and bandwidth evolved
through trial time, we investigated the detailed dynamics
of the neural code by using temporal generalization (29).
Briefly, a decoder was trained and tested at two different time
points, ttrain and ttest, with the underlying hypothesis that a
successful temporal generalization relies on the existence of
a similar neural code at both training and testing times. More
specifically, this amounts to use the coefficient βk1 learned
at ttrain in the example given in Figure 2a, and to decode
the activity at time ttest. As the decoder’s accuracy repre-
sents the level of discriminability of the population’s activity
within feature space, measuring the performance of the de-

coder when ttrain 6= ttest allowed us to assess the unraveling of
the neural code in time. Note that generalization points where
ttrain = ttest (on the white dashed line, Figure 5a) are the ex-
act same measurement as the time course of accuracy shown
previously (Figure 2b). The accuracy decreased slowly when
moving away from this time identity line, showing a good de-
gree of decoding generalization throughout time. The upper
halves of the temporal generalization matrices above the time
identity line correspond to generalizations where ttrain ≥ ttest,
i.e. generalizing backward in trial time, while generalizations
below the time identity line, where ttrain ≤ ttest, are gener-
alizations forward in trial time. Hence, subtracting the up-
per half to the lower half of each matrix measures the asym-
metry around the time identity line (contoured clusters, Fig-
ure 5, Supplementary Figure 6) and gives an indication of
the direction of the neural code generalization in the tem-
poral dimension. A positive asymmetry (red clusters) indi-
cates a better generalization forward in time, while a negative
asymmetry (blue clusters) indicates a better backward gener-
alization. For instance, the temporal generalization matrices
of narrow Bθ-specific orientation decoders showed a signif-
icant asymmetry (Figure 5b), 44% significantly asymmetric
transpositions, Bθ = 0.0°, p < 0.05, 1000 permutations test).
In other terms, training a narrow Bθ-specific orientation de-
coder and transposing it further in time within the trial (lower
half of each generalization matrix in Figure 5a, positive val-
ues in Figure 5b) is not identical to training and transposing
it backwards in trial time (upper half Figure 5a, negative val-
ues in Figure 5b). Notably, this asymmetry is positive when
ttrain ≈ 100 ms and ttest ≥ 100 ms, implying that narrow Bθ-
specific orientation decoders can use early trial activity to in-
fer the identity of the stimulus during the rest of the trial. In
other words, narrow Bθ information is encoded in the early
transient population activity and this neural code is kept the
same for the entire trial. Conversely, the asymmetry became
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Figure 7. Dynamical convergence of the neural representations. The probability of the decoded stimuli is plotted as a function of the error on the θ identity of the stimulus,
∆θ (represented as the angle of the polar representation with the −90° to 90° range is unfolded over the circle and relative to the up vertical axis), while the eccentricity
of each bin corresponds to its inferred Bθ (broader bandwidths toward the center). For stimuli of different Bθ , the temporal evolution of the probability from the decoder is
normalized by row (with light values denoting high probabilities of decoding, and darker lower probabilities).

negative for ttest ≥ 350 ms, independently of the trial time,
implying that the late offset activity’s structure is intrinsically
different and cannot be decoded based on the earlier activity.
For generalization matrices of broadBθ orientation decoders,
the proportion of significantly asymmetrical transpositions is
almost null : the transposition matrix is symmetric, i.e. the
late neural code can be transposed backward or forward in
time (1% significantly asymmetric transposition,Bθ = 36.0°,
p < 0.05, 1000 permutations test). Taken together, the asym-
metry of the Bθ = 0.0° generalization matrix shows that the
early population activity is more suited to decode narrowBθ,
whereas the symmetry of the Bθ = 36.0° matrix implies that
the late neural code for broad stimuli is always present but
rises after the narrow representation, culminating late in trial
time.

To understand the extent to which each Bθ-specific code
extends temporally, matrices of cross-conditional temporal
generalization were produced, where training and testing bins
came from different Bθ (Figure 5c, full matrices shown in
Supplementary Figure 6b). The asymmetry previously ob-
served for narrow Bθ generalization remained marked when
transposing the Bθ = 0.0° orientation decoder to broader Bθ
stimuli (55% significantly asymmetric transpositions from
Bθ = 0.0° to Bθ = 36.0°, p < 0.05, 1000 permutations test).
The fact that the positive asymmetry remains confined to
the early ttrain while negative asymmetry is still present in
late ttrain shows that a narrow Bθ code is always present at
the transient of the stimulation and stays similar across time
points and Bθ. The transposition of the decoder trained for

Bθ = 36.0° displayed a progressive asymmetrization when
transposed to patterns of narrower bandwidth (20% signifi-
cantly asymmetric transpositions from Bθ = 36.0° to Bθ =
0.0°, p < 0.05, 1000 permutations test). Namely, a pat-
tern of negative asymmetry was present for ttrain ≈ 150 ms
and ttest ≥ 250 ms, which corresponds to the region of non-
significant asymmetry in theBθ = 0.0° iso-conditional trans-
position (Figure 5b). This region in which the broad band-
width decoder cannot decipher narrower bandwidth popula-
tion activity corresponds to the transition period in the de-
coder’s coefficients where narrow Bθ code starts receding,
but population activity encoding broad Bθ has yet to arise
(Figure 4b). As such, the neural codes for narrow and broad
bandwidth seem to follow two different temporal dynamics.
The transient activity evoked by a narrow stimulus bandwidth
generates a code that can be generalized to later time (and
larger bandwidths), while the broad bandwidth codes can be
generalized independently of time and bandwidth, but only
dominates the global population code at later times.

While the generalization of orientation decoders allowed
to separate the relative timing of the different bandwidth de-
coders, we have stated that co-dependency on Bθ and θ im-
proves the population’s code in V1 (Figure 3c). Hence, to
understand how the two dynamics of narrow and broad band-
width codes are combined into a single population repre-
sentation, we carried out the temporal generalization of the
θ×Bθ decoder (Figure 6a). The characteristic asymmetry
of the previous narrow Bθ matrices was observed (78% sig-
nificantly asymmetric transpositions, p < 0.05, 1000 permu-
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Figure 8. Schematic processing of orientation bandwidth within a cortical hypercolumn, which contains all possible oriented column. Neurons’ colors represent the nature of
their contribution to the bandwidth code, while the intensity of the color represents the degree of this contribution. The overall representation of the population is represented
in relation to the thalamic input, in grey. In the case of a narrow bandwidth Motion Clouds, the orientation content is highly concentrated and can be easily read out by V1
with classical orientation processing means. For largest bandwidths, the distribution of input orientations is enlarged and retrieving the orientation of the stimulus requires
separating the distributions into multiple components that can be each orientation-processed, implicating additional cortical processing time while reducing the maximum
accuracy of orientation decoding. As the processing time increases, a consensus on the bandwidth emerges in the population.

tations test). Coherently, the asymmetry showed a first pos-
itive region, corresponding to the previously observed pref-
erence for time-forward generalization of narrow Bθ (black
contoured red region, Figure 6b), before transitioning to a
negative asymmetry for the broad Bθ code. Hence, the
overall θ×Bθ population code retains the specificity of the
bandwidth-dependent dynamics.

What is the overall dynamic of the population code ? The
probabilistic output of the decoder (Figure 7) hints at a sep-
arate processing for each of the different Bθ codes. Indeed,
for narrow bandwidth, the most probable pattern is correctly
identified right at the onset of the stimulus presentation and
stays stable through time. Furthest errors of orientation de-
coding, ∆θ are on the order of one step in our stimulation
parameters (15°). For broader Bθ values, there is a no clear
consensus on the θ of the stimulation at the onset, but the cor-
rect identity becomes apparent much later, as a gradient cen-
tered on the correct orientation and bandwidth emerges. This
progressive convergence onto the correct stimulus’ identity
can be interpreted in terms of a segregation of oriented in-
puts within cortical populations (Figure 8). In that sense, the
observed bandwidth code is a neural trace of the undergo-

ing separation of orientations. Neurons would contribute to
a population “vote” on orientation and bandwidth, which ex-
plains the stability of early, narrow bandwidth activity as a
global consensus towards the most likely θ×Bθ. The ad-
ditional processing time required for stimulations of broader
bandwidths is explained by the potential decomposition of
broad Motion Clouds into segregated distributions whose ori-
entations can be retrieved.

Discussion

The bandwidth of orientation distributions impacts orien-
tation selectivity and we have sought to understand how V1
processes this critical visual feature. Using naturalistic stim-
uli, we showed that non-linearities of single neurons support
a population activity that co-encodes orientation and band-
width through differential dynamical processes.

Few studies have investigated the neural correlates of ori-
entation bandwidth. Recently, Goris et al. (14) used stimuli
similar to Motion Clouds to investigate the function of tun-
ing diversity in V1 and V2, reporting that heterogeneously
tuned populations are better suited to encode the mixtures of
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orientations found in natural images. Consistent with their
findings, we reported a variety of single-neuron modulations
by the orientation bandwidth, as well as a correlation be-
tween the steepness of these Bθ modulations and the tun-
ing of the neuron, evocative of a relationship between tuning
width and stimulus (30). This heterogeneously tuned popu-
lation, both in θ and Bθ, is suited to decode orientation mix-
tures of varying bandwidths and is known to be pivotal for
encoding natural images in V1 (31). We performed a biolog-
ically plausible readout (24, 32) on this population activity
and found that for narrow Bθ stimuli, above chance level de-
coding was performed in a timing coherent with feedforward-
like processing. More intriguing, the delay required to infer
the identity of stimuli with maximum accuracy, especially for
broader Bθ, would suggest the involvement of a slower neu-
ronal pathway.

Finding a suitable origin for this late response is easier
when examining the study of orientation bandwidth within a
predictive coding framework. In predictive coding, predicted
and actual sensory state generate prediction errors to update
the internal state of the generative model of the world. These
predictions are modulated proportionally to their precision,
such that highly precise predictions errors on sensory input
cause a greater update of the internal model. Now, consid-
ering that the bandwidth of our stimuli are linked to the in-
verse variance of their orientation distributions, that is, their
precisions, Motion Clouds offer an ideal tool to investigate
the role of precision-weighting of the sensory inputs. In pre-
dictive coding, the top-down inference on sensory states are
classically assigned to feedback connectivity (33), which is
the first putative candidate for the neural substrate of preci-
sion modulation. This would imply that the low and high pre-
cision codes co-exists temporally but not spatially, and corre-
spond respectively to the feedforward sensory input and the
feedback precision-weighted prediction. In anesthetized cats,
feedback from extrastriate areas modulates the gain of V1 re-
sponses without effect on the orientation preference (34) but
provides contextual modulations of V1 (35), a suitable syn-
onym for precision weighting (36).

Local cortical connectivity in V1 is also likely in-
volved. Recurrent connectivity implements complex com-
putations (37) and maintains tuning to features that can-
not be encoded by single neurons (38), making it relevant
in processing stimuli such as Motion Clouds. In line with
this idea, the diversity of single-neurons modulations re-
flects that the heterogeneity in the recurrent synaptic con-
nectivity can sustain a resilient tuning to orientation selec-
tivity in V1 (39). If the implementation of precision weight-
ing comes from this neural pathway, then the increased de-
lay to reach maximum accuracy for broad bandwidth stim-
uli would stem from multiple iterations of computations im-
plemented by recurrent interactions, which is coherent with
the speed of slowly-conducted horizontal waves in the ori-
entation map (40). Likewise, stimuli of broad orientation
bandwidth should recruit more neighboring columns of dif-
ferent preferred orientations, whose inhibitory interactions in
the orientation domain would explain the decrease in single

neurons response, as observed with plaid stimuli (41). This
inhibitory process would be well suited to the interpretation
of our results in terms of separation of the multiple orienta-
tions (Figure 8), which would be performed by local cortical
competition.

Whether feedback or recurrent, both these interpreta-
tions of the results fit the view that the precision of feed-
forward predictions errors can be assigned to supragranular
neurons (42). Consideration should also be given to transtha-
lamic pathways, namely those involving the pulvinar nucleus,
whose reciprocal connectivity with the visual hierarchy mod-
ulates cortical response functions (43) and is theorized to fi-
nesse the precision weighting of visual information (36).

We found no evidence for an explicit neural code for pre-
cision that would be independent of orientation, at least using
our current decoding paradigm. However, the multi-feature
tuning observed between θ and Bθ is a common form of en-
coding found in the visual cortex (44). This synergistic cod-
ing scheme has been shown to improve the representation of
a stimulus, notably between motion direction and speed (45).
Given the advantage conferred over independent tuning, it is
not unexpected that multidimensional tuning would be ex-
ploited to form the substrate of precision weighting on sen-
sory variables, which could emerge independently through-
out the visual hierarchy. Within V1, the non-simultaneity of
our electrophysiological recordings prevents us from further
interpretations on the mechanisms involved in precision pro-
cessing. Previous publications have reported population de-
coding by merging neural activity across electrodes or exper-
iments (46, 47), which we validated in our data (Supplemen-
tary Figure 5).

Naturalistic stimuli have been used here to shed light on
the processing of orientation precision. This problem was
framed in the form of an instantaneous snapshot of visual in-
puts and can now be transposed to natural images and their
exploration with saccadic behaviors, which adds a temporal
dimension to the orientation distributions (48). Regardless of
the involvement of saccades, the functional organization of
precision processing in V1 remains an open question. The
substrate for cortical dynamics on the scale of hundreds of
milliseconds is still ill-defined but, as previously mentioned,
slow temporal events are likely related large-scale neural ac-
tivity. Naturally, one can then wonder how precision is pro-
cessed at the mesoscale level. Could the nonlinearities ob-
served be organized in maps in the primary visual cortex and
if so, how would they relate to the maps of orientation?
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Materials and Methods
Animal procedures. Experiments were performed on 3
adult cats (3.6 - 6.0 kg, 2 males). All surgical and exper-
imental procedures were carried out in compliance with the
guidelines of the Canadian Council on Animal Care and were
approved by the Ethics Committee of the University of Mon-
treal (CDEA #20-006). Animals were first administered at-
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ropine (0.1 mg/kg) and acepromazine (Atravet, 1mg/kg) sub-
cutaneously to reduce the parasympathetic effects of anes-
thesia and provoke sedation, respectively. Anesthesia was
induced with 3.5% Isoflurane in a 50:50 (v/v) mixture of O2
and N2O. Isoflurane concentration was maintained at 1.5%
during surgical procedures. A tracheotomy was performed
and animals were immobilized using an intravenous injec-
tion of 2% gallamine triethiodide. Animals were then arti-
ficially ventilated and a 1:1 (v/v) solution of 2% gallamine
triethiodide (10 mg/kg/h) in 5% of dextrose in lactated ringer
solution was continuously administered to maintain muscle
relaxation. Throughout the experiment, expired level of CO2
was maintained between 35 and 40 mmHg by adjustement of
the tidal volume and respiratory rate. Heart rate was moni-
tored and body temperature was maintained at 37°C using a
feedback controlled heated blanket. Dexamethasone (4mg)
was administered intramuscularly every 12h to reduce corti-
cal swelling. Pupils were dilated using atropine (Mydriacyl)
and nictitaing membranes were retracted using phenylephrine
(Midfrin). Rigid contact lenses of appropriate power were
used to correct the eyes’ refraction and eye lubricant was
used to avoid corneal dehydratation. Lidocaine hydrochlo-
ride (2%) was used in all incisions and pressure points. A
craniotomy was performed between Horsley-Clarke coordi-
nates 4-8 P ; 0.5 - 2 L to access the area 17 (V1) contralateral
to the stimulation side. Small durectomies were performed
for each electrode penetration. A 2% agar solution in saline
was applied over the exposed regions to stabilize recordings
and avoid the drying of cortical surface.

Electrophysiological recordings. During recording ses-
sions, anesthesia was changed to 0.5-1% Halothane, as isoflu-
rane has been shown to yield a depression of visual re-
sponses (55). Extracellular activity was recorded using 32
channel linear probes (≈1 MΩ, 1×32-6 mm-100-177, Neu-
ronexus) and acquired at 30 KHz using an Open Ephys acqui-
sition board (56). Single units were isolated using Kilosort
spike sorting software (57) and manually curated using the
phy software (58). Clusters of low amplitude templates or ill-
defined margins were excluded from analysis. Furthermore,
clusters were excluded if their firing rate dropped below 5
spikes.s−1 for more than 30 seconds or if their tuning curve
was poorly fitted with a Von-Mises distribution (r2 < .75),
leaving 254 putative neurons for further analysis.

Visual Stimulation. Visual stimuli were generated using
Psychopy (59) and were projected monocularly with a
PROPixx projector (VPixx Technologies Inc., St-Bruno, QC,
Canada) onto an isoluminant screen (Da-Lite© screen) lo-
cated 57 cm from the animal’s eye, covering 104°x 79° of
visual angle with a mean luminance of 25 cd/m2. The stimuli
used here are Motion Clouds (26), a class of band-pass fil-
tered white-noise textures (60) that provide parametric con-
trol over the content of the stimuli while retaining the statis-
tics of natural images (6). The envelope of the filters in
Fourier space is a Gaussian in the coordinates of the relevant
axis, in which it is described by its mean and bandwidth. As

such, a MotionCloud (MC) is defined as:

MC = F−1(G(f0,Bf ) ·O(θ,Bθ)) (1)

where F is the Fourier transform, G the spatial frequency en-
velope and O the orientation envelope. The spatial frequency
envelope follows a log-normal distribution:

G(f0,Bf )(fx,fy) = 1
fr

exp

−1
2

 ln(frf0
)

ln(f0+Bf
f0

)

2
 (2)

where f0 is the mean spatial frequency and Bf is the band-
width of the spatial frequency distribution, both in cycles per
degree. The orientation envelope is a Von-Mises distribution:

O(θ,Bθ)(fx,fy) = exp
{

cos(2(θf −θ))
4 ·B2

θ

}
(3)

where θf is the angle of fx,fy in the Fourier plane, θ is
the mean orientation and Bθ is the bandwidth of the ori-
entation distribution. For narrow distributions, this distri-
bution is close to a Gaussian and Bθ measures its stan-
dard deviation. The spatial frequency parameters were set
at f0 = Bf = 0.9 cpd and orthogonal drift speed was set to
10°/s, within the response range of area 17 neurons (61). For
the orientation envelope, θ was varied in 12 even steps from
0 to π rad and Bθ in 8 even steps from π

5 to ≈ 0. All stimuli
were displayed at 100% contrast. Each Motion Cloud was
displayed for 300 ms, interleaved with the presentation of a
mean luminance screen for 150 ms. Trials were fully ran-
domized and each stimulus was presented 15 times.

Single Neuron Analysis. Tuning curves were generated by
selecting a 300 ms window maximizing spike-count vari-
ance (62) in which firing rate was averaged and baseline sub-
stracted. Tuning curves were averaged across drift directions.
A Poisson loss function was minimized to fit a Von-Mises
distribution to the data:

f(θk) =R0 + (Rmax−R0) · exp{κ · (cos(2(θk−θ))−1)}
(4)

where Rmax is the response at the preferred orientation θ, R0
the response at the orthogonal orientation, κ is a measure of
concentration and θk the orientation of the stimuli. A local
measure of orientation tuning around the peak of the function,
the half-width at half height (HWHH) (63) was measured as:

HWHH = 1
2 arccos

(
1 + 1

κ
ln
(

1 + exp{−2 ·κ}
2

))
(5)

A global measure of the orientation tuning was also assessed
by computing the Circular Variance (CV) of the raw tuning
curve:

CV = 1−
∣∣∣∣∑kR(θk)exp{2iθk}∑

kR(θk)

∣∣∣∣ (6)

where R(θk) is the response to a stimuli of angle θk. CV
varies from 1 for exceptionally orientation-selective neurons
to 0 for untuned neurons (64).
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The evolution of HWHH and CV as functions of Bθ were
assessed with a Naka-Ruhston function:

f(Bθ) = f0 +fmax ·
Bnθ

Bnθ +Bnθ50
(7)

where f0 is the base value, fmax the maximal value, Bθ50 the
orientation bandwidth at half fmax and n a strictly positive
exponent of the function (27). A Wilcoxon signed-rank test,
corrected for continuity, was used to assess the significance
of orientation selectivity. Significance of the orientation tun-
ing was computed by comparing the firing rate at the pre-
ferred and orthogonal orientations for all trials. Changes of
preferred orientation were assessed as the difference between
argmaxBθ=0.0° and argmaxBθ untuned, where Bθ untuned is
the broadest orientation bandwidth to which a neuron re-
mains significantly orientation tuned, following the previous
test. Variations of peak amplitude was measured by compar-
ing the firing rate at preferred orientation for Bθ = 0.0° and
Bθ =Bθuntuned .

Population Decoding. The stimulus identity was decoded
using a multinomial logistic regression classifier (28), which
can be interpreted as an instantaneous, neuronal plau-
sible readout of the population activity (24). For a
given stimulus, population activity was a vector X(t) =[
X1(t) X2(t) · · · X254(t)

]
, where Xi(t) is the spike

count of neuron i in time window [t; t+ ∆T ], where t is the
time bin and ∆T the size of the integration window, usually
100 ms. Time t was varied from −200 ms to 400 ms in steps
of 10 ms, relative to the stimulation onset. Each time bin was
labeled as the end of the time window and was hence reported
as t+ ∆T .
The multinomial logistic regression is an extension of the bi-
nary logistic regression (28) which was trained to classify the
neural activity vector between K possible classes. The prob-
ability of such vector to belong to a given class is:

P (y = k|X(t)) = exp{〈βk,X(t)〉}∑K
k

′=1 exp
{
〈β
k

′ ,X(t)〉
} (8)

where 〈·, ·〉 is the scalar product over the different neurons,
k = 1, . . . ,K is the class, out of K possible values and βk are
the vectors of learned coefficients of the classifier. We trained
several such classifiers, to decode orientation θ (K = 12), ori-
entation bandwidth Bθ (K = 8) or both (K = 12× 8 = 96).
All meta-parameters (the time window size, penalty type,
regularization strength and train/test split size) were con-
trolled to show that the decoder is optimally parameterized
and that its results are dependent on experimental data, not
on decoder parameterization (Supplementary Figure 4).
Decoding accuracy was reported as the average accu-
racy across classes, also known as the balanced accuracy
score (65), which accounts for possible imbalances in the
learning or testing dataset. Decoding performance was also
reported with confusion matrices, in which the values on each
row i and column j represents the normalized number of
times a stimuli of class k= i is predicted to belong to the class
k = j. Hence, a perfect decoder would produce a perfectly

diagonal confusion matrix (unit matrix). When reporting a
confusion matrix, color maps values were clipped between
chance level and maximum accuracy. The temporal evolu-
tion of the balanced accuracy score corresponds to the mean
of the diagonal of the confusion matrix at each time bin. We
reported the significativity of decoders by splitting the popu-
lation activity in separate training and testing data sets, then
performing 6 different such splits and comparing the result-
ing confusion matrices to chance level decoding matrices.

Temporal Generalization. Temporal generalization as-
sessed the dynamics of the neural code by training and testing
the decoder at different time bins (29). The resulting matrix
displayed the capacity of a decoder to temporally generalize
a structure it learned from the data across two time points.
The diagonal, where ttrain = ttest, was the normal time course
of the decoder’s accuracy. The upper half of the matrix cor-
responds to transposition points where the code is tested at a
prior time step compared to its learning step, and conversely
for the lower half. Hence, an asymmetric matrix postulates a
neural code that can be either transient, transitioning between
representations (lower half > upper half, large contoured re-
gions) or stable through the trial (upper half > lower half,
sparse contoured regions). Where significativity is reported,
6 different train/test splits were performed for each transpo-
sition, and the significance was computed between the dif-
ference of symmetrical points around the time identity line
using a permutation test (1000 permutations).
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Supplementary Figures
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Supplementary Figure 1. Motion Clouds capture the variety of orientation distributions found in natural images. (a) Distribution of
orientations found in a natural image (São Miguel Island, Azores, Portugal, picture taken by H.J.L.), retrieved with a Histogram of
Oriented Gradients (16x16 cell size, 2002 pixel subset of the image). (b) Two Motion Clouds, oriented at 90° relative to the horizontal
axis, with orientation bandwidths of respectively Bθ = 15.4° and Bθ = 36.0°.
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Supplementary Figure 2. Additional examples of single neuron responses. Top: Tuning curves of 5 additional neurons in response to
Motion Clouds of decreasing Bθ (top to bottom). Bottom: Changes in Half-Width at Half-Height (HWHH) and Circular Variance (CV) as
a function of Bθ for the respective neurons above and fitted with Naka-Rushton functions (dashed curves).
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Supplementary Figure 3. Criterion on the model selection for HWHH and CV curves. Top: Violin plot of the Bayesian Information
Criterion (BIC) of the CV curves of all recorded neurons. Each violin plot represent a different kind of fitted equation, respectively:
Naka-Rushton (nkr, see Materials and Methods) ; Rectified Linear Unit (ReLU, f(x) = max(0,x)) ; logistic function (sigmoid,
f(x) = ex

ex+1 ) ; second degree polynomial function (pol2, f(x) = ax2 + bx+ c) and third degree polynomial function (pol3, f(x) =
ax3 + bx2 + cx+d). A lower BIC indicates less information lost in the fitting process, hence a better fitting model. Bottom: Violin plot
of the BIC for the HWHH curves. n.s., not significant; *, p < 0.05; **, p < 0.01; ***, p < 0.001 (Kruskal-Wallis H-test, post-hoc Dunn
Pairwise test, Bonferroni corrected).
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Supplementary Figure 4. Parameters evaluation of the decoders. (a) Parameter scanning of the orientation θ decoders for three
Bθ . Maximum accuracy reached during the time course of each decoder was reported for each parameter. From top to bottom, the
parameters optimized are: the length of the time window ∆T , the type of penalization norm applied to the decoder, the regularization
strength parameter and the percentage of data kept out of the training set to evaluate the decoder’s accuracy. (b) Parameters of the
orientation bandwidth Bθ decoder. (c) Parameters of the orientation and orientation bandwidth Bθ ×θ decoder.
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Supplementary Figure 5. Decoding the experiment identity and insertion identity of neurons. (a) Confusion matrix of a decoder
trained to retrieve the experiment identity using three groups of 30 neurons (bootstrapped 1000 times). (b) Confusion matrices of three
decoders trained to retrieve the insertion identity of the neurons recorded in each experiments.
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Supplementary Figure 6. Temporal generalization of all orientation decoders. Contoured regions indicate significant difference (1000
permutation test, n = 6, threshold p < 0.05) compared to the symmetrical region with respect to the time identity line (dashed white).
White lines represent stimulation duration. (a) Temporal generalization matrices of decoders trained and generalized on the same Bθ ,
whose difference between upper and lower halves around the time identity line are shown in Figure 5a. (b) Temporal generalization
matrices of decoders trained and tested on different Bθ , with upper and lower rows corresponding to the uppper and lower rows of
Figure 5b.
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