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4th generation synchrotron source boosts
crystalline imaging at the nanoscale
Peng Li 1,5, Marc Allain 1, Tilman A. Grünewald1, Marcus Rommel2, Andrea Campos3, Dina Carbone4 and
Virginie Chamard1�

Abstract
New 4th-generation synchrotron sources, with their increased brilliance, promise to greatly improve the performances
of coherent X-ray microscopy. This perspective is of major interest for crystal microscopy, which aims at revealing the
3D crystalline structure of matter at the nanoscale, an approach strongly limited by the available coherent� ux. Our
results, based on Bragg ptychography experiments performed at the� rst 4th-generation synchrotron source,
demonstrate the possibility of retrieving a high-quality image of the crystalline sample, with unprecedented quality.
Importantly, the larger available coherent� ux produces datasets with enough information to overcome experimental
limitations, such as strongly deteriorated scanning conditions. We show this achievement would not be possible with
3rd-generation sources, a limit that has inhibited the development of this otherwise powerful microscopy method, so
far. Hence, the advent of next-generation synchrotron sources not only makes Bragg ptychography suitable for high
throughput studies but also strongly relaxes the associated experimental constraints, making it compatible with a
wider range of experimental set-ups at the new synchrotrons.

Introduction
By squeezing an electron beam into extremely compact

bunches, 4th-generation synchrotron sources produce
highly brilliant X-ray beams and are expected to bring
science to new frontiers1. The Max IV Laboratory in
Sweden has pioneered the� eld with the installation of a
multi-bend achromat-based storage ring, producing its
� rst X-ray beam in 20152, shortly followed by SIRIUS3

and ESRF-EBS in 20204. These have paved the way for
about ten more 4th-generation sources currently under
construction or planned worldwide. The improvement of
the magnetic lattice structure at the core of these new
storage ring facilities led to a dramatic decrease in the
electron beam transverse size and divergence. This in turn
generates a large enhancement of the number of photons

emitted per solid angle and per surface unit (the X-ray
beam brilliance). These two factors contribute equally to
the increase of the coherent� ux of the X-rays produced
because, for an intrinsically incoherent source as a syn-
chrotron accelerator, the coherence of the X-ray beam is
directly proportional to the source size and inversely
proportional to the distance at which it is measured5. The
expected increase of coherent X-ray� ux, depending also
on X-ray energy and source power, can be up to a factor of
200 in the 6–10 keV energy range5,6. This increase is
expected to open new perspectives for coherent X-ray
based experimental approaches such as coherent diffrac-
tion imaging. It is certainly of major importance for crystal
microscopy, which is—in essence—a highly-coherent
photon hungry method7. X-ray crystal microscopy,
which provides crystalline information of materials, plays a
central role in material science and related disciplines (e.g.,
in physics, mechanics, biology, chemistry, etc.). It com-
bines the high penetration power of X-rays with a 3D
description of the crystalline properties at the nanoscale
spatial resolution, providing imaging capabilities fully
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complementary to electron beam diffraction-based
microscopy methods.

Coherent diffractive X-ray imaging is a particularly
elegant form of X-ray microscopy8,9: it circumvents the
spatial resolution limit imposed by the comparatively poor
focusing power of X-ray optics by direct numerical
inversion of the measured intensity diffraction patterns. It
can be translated into a form of crystal microscopy by
performing measurement of the diffracted signal in the
vicinity of a Bragg diffraction peak10. The use of a
coherent beam results in diffraction patterns composed of
� ne and high-contrast features, so-called speckles, from
which lattice strain and tilt information can be extrac-
ted10. The most mature of these approaches is the� nite-
support based Bragg coherent diffraction imaging
(BCDI)10, which has produced spectacular results for
systems also in electrical11,12, chemical13, and mechan-
ical14 environments. BCDI bene� ts from a small set of
experimental constraints: the illumination has to be either
perfectly known or approximated to a plane wave in the
vicinity of the sample, the 3D information is obtained by
rotating the sample over a limited angular range (1–2°)
around a diffraction peak, and the intensity patterns have
to be acquired with a resolution capable of capturing the
details of the speckle pattern8,10—generally referred to as
“oversampling”. Importantly, BCDI is also quite robust to
sample position instabilities. There are, however, some
drawbacks: the sample has to be of� nite size, typically in
the range 0.1–1 � m, in order to ful� ll the conditions
imposed by the limited X-ray beam coherence and over-
sampling requirements. In addition, weak or highly
inhomogeneous strain� elds are extremely challenging to
retrieve15. The advent of 4th-generation synchrotron
sources is expected to relax some of these constraints by
providing more coherent� ux, at least to a certain extent.
However,� nite-support BCDI studies will remain limited
to isolated nano- or micro-metric crystals. Bragg pty-
chography has been proposed as a suitable alternative to
image a large variety of laterally extended and inhomo-
geneous crystalline samples16–23. The use of a� nite illu-
mination probe scanned across the sample, is introduced
to decompose the inversion problem into a series of easier
problems, provided the sample regions illuminated in
adjacent beam positions overlap to some extent on the
sample surface24–26. This results in microscopy with an
improved performance pro� le, capable of imaging weak
or highly inhomogeneous strain� elds in extended crys-
tals19,20. However, while many synchrotron beamlines are
already inviting Bragg ptychography experiments, only a
few groups have demonstrated successful experiments18–

23. The extreme sensitivity to instabilities and the strong
demands on the setup (including control of the beam
position with nanometric accuracy while performing the
angular scan), as well as the associated time-consuming

data acquisition, are major limits that have hampered the
broader application of this powerful tool, to date.

In this article, we investigate the new possibility offered
by 4th-generation synchrotron x-ray beams with respect to
this highly demanding Bragg ptychography crystal
microscopy and compare the new result with its coun-
terpart at a 3rd-generation synchrotron source.

Results
The Bragg ptychography experiment presented here

was performed at the NanoMAX beamline of the Max IV
Laboratory, Sweden, using a Si-star test chart speci� cally
designed to evaluate the performances of the beamline
(see Fig.1, Materials and methods and Fig. S1 in Sup-
plementary Information (SI)). A 12 keV monochromatic
beam was focused to about 80 nm (full width at half
maximum of the central lobe intensity) onto the sample
plane, producing an illumination spot with ~6 × 109

photons·s� 1 at the sample position. All technical details
and experimental parameters are provided in Materials
and methods, as there is no novelty in the data acquisition
approach27. The sample is a lithographically-patterned
crystalline Si-star (Fig.1), with a nominal thickness of
180 nm and the Si-(110) direction perpendicular to the
sample surface. The 2� m diameter star is composed of 11
branches each 760 nm long, most of them equi-angularly
spaced. Close to its center, the branch width and the
branch-to-branch distance taper down to 55 nm. The 220
Bragg re� ection was chosen for the experiment. In order
to fully bene� t from the performance of the source (high
� ux), the ptychography data set was acquired by scanning
the sample line by line in a continuous scanning (or� y-
scan) mode along the direction perpendicular to the
scattering plane (y) and in step mode for the direction
contained in the scattering plane (x) at several angular
values� . The exposure time for each frame was� xed to
33 ms, resulting in a total exposure time of about half an
hour for the full (2+ 3)D data set, with a total of about
50,000 points. Additional details of the Bragg ptycho-
graphy acquisition parameters are given in the Materials
and methods section, including the prior characterization
of the beam using forward ptychography (shown as Fig.
S2, in SI). The onset of radiation damage was carefully
tracked by observing the change of the diffraction patterns
during continuous exposure at several� xed positions on
the sample. The Bragg ptychography acquisition time was
then limited to about 50% of this threshold (as further
illustrated in Fig. S3, SI). No speci� c effort was made to
avoid spatial drift of the sample during the data acquisi-
tion which, at the time of the experiment, was performed
with a far from optimized setup. Consequently, global
drifts and scanning distortions were expected and clearly
shown in the data set (see preliminary analysis of the data
set in Fig. S4, SI). In this situation, the application of the
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classical Bragg ptychography inversion process, as
described elsewhere28, led to a strongly degraded sample
image (Fig.2 and Fig. S5 in SI). The reconstruction is only
slightly improved upon the application of a global drift
correction between datasets obtained at two successive
angular steps, using a cross-correlation comparison (Fig.
S6 in SI). The comparison to the reconstruction obtained
with the new inversion scheme proposed here shows that
much more information can be retrieved from this data
set (Fig.2 and Fig. S7 in SI), as described below.

Inspired by previous works which proposed to over-
come the image degradation due to sample positioning
issues in ptychography29, we have developed a 3D Bragg
ptychography inversion scheme that includes sample
position re� nement and accounts for � y-scan data
acquisition mode. The full strategy is described in detail in
the Methods section and illustrated in Figs. S8 to S11 in
SI. The quality of the sample image plotted in Fig.2 is

striking. These amplitude and phase maps of the retrieved
3D complex-valued image link, respectively, to the elec-
tron density of the crystalline sample and the projection of
the crystalline displacement� eld along the [110] direc-
tion10. The overall shape (density contour) of the star
pattern is retrieved with high de� nition, which reveals
small defects in the patterning that are con� rmed by the
SEM image of the sample surface in Fig.2f. The inho-
mogeneity of the phase map also reveals strain and tilts of
the lattice planes, which likely result from the patterning
process. Indeed, the phase variation is mostly radial and
follows the different branches composing the star.
Accessing the phase and, thereby, the displacement� eld
in 3D allows extraction of the strain and lattice tilts of the
(110) crystal lattice planes, following the expressions given
in reference (27) and shown in Fig.3. In absence of an
absolute reference value for the strain and lattice tilts, we
provide in Fig.3 the relative strain and relative lattice tilts
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Fig. 1 Bragg ptychography experiment. aData acquisition scheme, showing the sample in Bragg condition, illuminated by a focused beam and
producing a coherent diffraction pattern, measured by a 2D detector. For the Bragg ptychography data acquisition, the sample is scanned along the
x- and y-axis and further angularly scanned along the� rotation.b For this experiment, the scanning stage was not optimized and a strong
discrepancy was observed between the nominalx andy position (square) and the achieved positions (indicated by the red arrows and by the color
scale, in� m).c SEM picture of the investigated Si-star sample (top view). The orange rectangles represent the footprint of the intensity central lobe
(FWHM) on the sample surface (continuous line) and the full dimension of the retrieved probe, including its tails (dashed line)
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(in degrees). Note that a positive strain value means that
the crystal is locally stretched with respect to regions of
smaller strain values. The tilt maps exhibit symmetric
rotations about thex-axis for the branches aligned along
the y-axis and likewise a rotation about they-axis, for the
branches aligned along thex-axis. This corresponds to a
small distortion (of about 0.1°) of the smallest part of the
branches in the vicinity of the star center, which are all
slightly curved away from the wafer. The strain map
shows a nominally homogeneous strain distribution inside
the individual branches. However, the branch surfaces
perpendicular to the wafer present a visible strain gradient
of about � 0.7 × 10� 3 with respect to the branch core,
while the top surface shows a positive strain up to a value
of about + 0.5 × 10� 3, as seen on the left branches of Fig.
3c. Interestingly, a strained layer (of about+ 1 × 10� 3 with
respect to the branch core) is also observed at the Si
pattern/wafer interface, in full agreement with previous

observations on the same kind of structure using Bragg
ptychography and transmission electron microscopy30.
For this data set, the 3D spatial resolution was estimated
using a Fourier shell correlation (FSC) analysis, performed
along the three axes of the frame. The two 3D datasets
were generated by splitting the angular series into two
halves and the axis-sensitive FSC analysis was performed
by employing a cylindrical mask along each axis20. We
found an anisotropic resolution of about 23, 7, and 12 nm
along thex, y, andz directions, respectively (see Fig. S12
in SI). Note that the retrieved thickness of the pattern
(about 160 nm) is much smaller than the width of the
support used during the inversion. This ensures that the
support is not impacting the estimation of the spatial
resolution alongz. Together with the sample scattering
function, the probe is retrieved using multi-mode
decomposition (Fig. S2 in SI) and compared to the one
obtained from the preliminary probe analysis, carried out
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Fig. 2 3D Reconstruction of the crystalline Si-star. a3D volume rendering (iso-surface) of the amplitude of the retrieved modulus image.b, c 2D
cross-sections of the 3D amplitude map:b is taken at the half-height of the sample structure, whilec is taken along the dotted line shown inb. The
amplitude linear color scale is shown in arbitrary units.d, e 2D cross-sections of the 3D phase map, taken in the same planes as the ones shown in
b andc, respectively. The phase color scale is shown in radians.f SEM picture of the same Si-star sample, to be compared to the iso-volume shown in
a. g–j Same asb–e, without introducing the spatial position retrieval. Ina–c, the length of each segment of the 3D frame represents 200 nm
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by the standard forward ptychography method. For the
� rst mode, the agreement between the pro� les retrieved
from forward and Bragg ptychography is clear and further
evidenced by the 1D cross-sections plotted in Fig. S2c, d,
respectively (SI). The second and third modes retrieved
from the Bragg ptychography data set agree fairly well
with the ones retrieved by the forward approach. How-
ever, a difference is observed in the mode power dis-
tribution itself. For the Bragg data set, a larger
contribution of the � rst mode (about 90% for the Bragg
data set against 80% for the forward approach, Fig. S2e

in SI) and a smaller contribution of the four next ones, are
clearly observed. Our hypothesis is that this is caused by
the different photon statistics in the two datasets (the
Bragg diffraction interaction produces a limited number
of photons with respect to the forward scattering
approach). To validate this hypothesis, we have performed
a numerical study (Fig. S13 in SI). Using the reconstructed
probe modes and the object from the forward experiment,
we simulated six datasets with different photon count
statistics (from noise-free to maximum photon counts
down to 3 × 101 photons) and performed a reconstruction
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using the multi-mode decomposition. The noise-free
pattern exhibits blurred interference fringes, which
result from the partial coherence effects. The power dis-
tribution of the reconstructed probe modes from these
datasets does indeed change with the photon statistics.
The general trend shows that the lower the photon
counts, the more power is allocated to the� rst probe
mode, which indicates less partial coherence effect or a
higher degree of coherence. This is not surprising if we
look at the diffraction patterns from these different
datasets. The decrease of the signal-to-noise ratio results
in the observation of more and more zero intensity values,
in particular in regions of low-intensity levels, such as the
minima between interference fringes. It leads to an arti-
� cial increase of the contrast for fringes, which would
otherwise be blurred due to partial coherence. Therefore,
when the noise level is high the effect of partial coherence
becomes less visible in the measured data. It is interesting
to note that in this numerical test, when the photon sta-
tistics match the Bragg data set signal statistics (i.e.
maximum photon counts is 3 × 102 photons), the probe
modal power distribution matches well with the one
reconstructed for the Bragg data set, as shown in Fig. S2e
in SI. Finally, the positional mismatches between the
nominal and the optimized sample positions are retrieved
and shown in Fig. S14 in SI. The mean value of the global
drifts was estimated to be 127 nm, while the local drift
mean values typically lie in the 30–40 nm range.

Discussion
Despite its development in the last 10 years, wide

application of Bragg ptychography microscopy has long
been inhibited by the demanding experimental require-
ments, which need to be met to gather a suitable x-ray
data set from which a high-� delity crystalline image can
be retrieved; namely position stability at different angular
positions. The dif� culty of this task is speci� cally linked to
the Bragg case: the Bragg diffraction geometry often
requires the ptychography translation stages to work
outside an equilibrated position (e.g., involving an
inclined stage) and the low Bragg peak intensity makes it
dif� cult to compensate some potential experimental
errors, for example, the drifts caused by a fast scanning
strategy (short acquisition time). Here, we have demon-
strated that the increased� ux achievable at 4th-generation
sources allows the retrieval of high-quality 3D informa-
tion even under sub-optimal experimental conditions,
including signi� cant positioning errors and the use of� y-
scan mode. We note that some faint distortions are visible
on the shape of the retrieved star (Fig.2a, b), whose origin
is not clear. On the one hand, none of the crystalline
characterization approaches we are aware of is able to
provide a 3D description of this Si pattern with the
required sensitivity and resolution to con� rm the validity

of these features (EBSD characterization was performed,
but did not provide convincing results). On the other
hand, none of the simulations we performed produced
similar artifacts (even when a strained star pattern is
considered, not shown). In this context, we cannot fully
exclude the possibility that these crystalline distortions
are real.

In order to further clarify the advantage of using 4th-
generation synchrotron sources for Bragg ptychography,
we have performed a series of simulation tests. The
reference image, shown in Fig. S15 in SI, was obtained
using reconstruction from a perfect data set (including the
� y-scan mode), for which the intensity range has been set
to match the dynamic range observed in the experiment
(i.e., a maximum of 300 photons per pixel). In this
reference reconstruction, neither noise nor distortion is
expected. It can be compared to the reconstructions
presented in Figs. S16 and S17, which introduce Poisson
noise and step-scan mode, respectively (SI). Note that the
reconstructions obtained from these two last tests show
only marginal differences with respect to the reference.
Remarkably, when the data set is strongly degraded by
random spatial drifts (as illustrated in Fig. S5 in SI), it is
still possible to extract a high-� delity image of the sample,
as evidenced by the reconstruction shown in Fig. S8 in SI.
For comparison, a data set 100 times less intense,
mimicking the performances of a third-generation source
was generated and fed into the inversion algorithm
assuming a perfect acquisition scheme, i.e., with no drifts.
The retrieved image (Fig.4a–d) is visibly degraded with
respect to the one shown in Fig. S8 (i.e., resulting from the
degraded data set acquired with the high dynamical
range). The degradation is even worse when spatial drifts
are also introduced into the low-intensity data set as
shown in Fig. 4e–h. This simulation demonstrates the
dif� culty in extracting a high-quality image from a low-
intensity data set, where there is an almost complete lack
of the high-frequency information, that would ideally be
present in the low-intensity region of the diffraction
patterns. On the contrary, when high-intensity data are
accessible, even if obtained under sub-optimal scanning
conditions, the information contained in the high-
frequency region of the diffraction pattern is robust
enough to allow for the object, the probe, and the true
spatial scan positions to be retrieved, as summarized in
Fig. 5. This is an important result, which shows that the
position re� nement method, introduced here for the� rst
time in the BP framework, is unlikely to offer signi� cant
improvements at 3rd-generation synchrotron sources but
can provide a direct improvement of the image quality
(accuracy and spatial resolution) here. The limit between
these two regimes can be assessed from the experimental
data set, by reducing the amount of data used in the
analysis: the quality of the image is still preserved if we use
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only half of the data set, i.e., a two times larger angular
step. It starts degrading only when two-thirds of the data
set is removed (see Figs. S18 and S19 in SI). This shows
that a high-quality image could still be obtained if half of
the diffracted photons are available (i.e., for a total
acquisition time of about 15 min), but not below this limit.
Consequently, if the same unoptimized setup is used at a
third-generation source, the much lower available
coherent � ux would require an increase in acquisition
time by a factor of about 100, leading to a measurement
lasting for about 25 h, a strategy that would be totally
irrelevant to scienti� c applications.

Finally, we would like to highlight the gain made possible
with this approach at a 4th-generation synchrotron source.
Although a direct comparison with other experiments (for
which the investigated sample and the experimental setup
are different) is challenging, it is, however, interesting to
compare the present result with previous results at 3rd-
generation synchrotron sources. To this end, we choose a
result obtained by some of us at ID13-ESRF30, on a rather
comparable Si pattern. Table S1 (SI) summarizes the main
characteristics of the two experiments and the respective
retrieved image properties. These include the coherent� ux
at sample positionF, the retrieved� eld of viewFOV, the
3D spatial resolution, and the acquisition timet. While for

the coherent� ux F, the gain is about 60, it is interesting to
note that a 16 times largerFOV, obtained with 17 times
improved spatial resolution is achieved for 10 times shorter
acquisition time. This comparison further highlights the
gains made possible by the increase in coherent� ux and by
the inversion strategy (i.e., probe retrieval and position
retrieval).

This � rst Bragg ptychography experiment at a 4th-gen-
eration synchrotron source demonstrates not only the
possibility to speed up data acquisition by shortening the
acquisition time, as expected from the source’s high bril-
liance but also the possibility to work in a new high
dynamic range regime in which experimental constraints
are strongly relaxed. We are con� dent that the advent of
4th-generation synchrotron sources will make this crystal
microscopy compatible with a wider range of experimental
set-ups and applicable to a wider range of scienti� c ques-
tions. Finally, the huge improvement in acquisition time
paves the way for future time-resolved studies.

Materials and methods
Sample preparation

The Si-star was patterned onto a Silicon-on-insulator
(SOI) wafer, composed of three layers: a crystalline top Si
(110) layer (with a nominal thickness of 0.18� m), an

With position retrieval 

e f

g h

a b

Perfectly known positions  

c d

Fig. 4 Impact of the intensity level on the inversion quality (numerical study). The 3D Bragg ptychography data set was simulated with 100
times less intensity (maximum of three photons per pixel) with respect to the experimental data and poised with Poisson noise. The sample is strain-
free (constant phase) and the scanning parameters are the same as the ones of the experimental data set. Ina–d no spatial drift was considered
(perfect setup) and a step-scan mode was introduced to generate the data. Ine–h, spatial drifts and� y-scan were introduced to generate the data
and the new inversion approach was used to retrieve the object. The comparison witha–d shows a strong degradation of the image, due to the
impossibility to retrieve in a satisfactory manner the object, the probe, and the sample position, as a result of a lack of information in the data set
(limited intensity level)
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intermediate amorphous SiO2 layer (0.02� m), and a Si
(001) substrate. The star design was de� ned following two
main constraints: the design should contain features
presenting a large range of sizes to test the spatial reso-
lution performances and it should contain a large volume
of scattering elements (i.e., Si crystal) to optimize the
diffraction signal. The star patterning was performed at
Myfab Chalmers (Sweden). In order to fabricate the
locally dense, high aspect ratio and high-resolution
structures, the SOI wafers were coated with a 40 nm
thick Hydrogen Silsesquioxane resist, exposed using
electron-beam lithography, and developed in a Tetra-
methylammonium Hydroxide based developer (0.237 N).
The resist structures were annealed at 900 °C in an N2

atmosphere using rapid thermal processing to increase
their durability in the plasma etching process. The pattern
transfer was achieved by a highly directional chlorine
plasma etching process using an inductively coupled
plasma etcher, yielding an etch selectivity of nearly 5 and
perfectly vertical sidewalls. Ultimately, features as small as
20 nm and separated by 15 nm could be obtained. The
crystallographic orientation mismatch between the top Si
layer and the Si substrate enabled to image solely the Si
top structure with x-ray Bragg diffraction (Fig.1 and
Fig. S1 in SI).

Experimental approaches
Scanning electron microscopy characterization

The scanning electron microscopy analysis (Fig. S1, SI)
was performed with a Zeiss Gemini500 ultra-high reso-
lution � eld emission electron microscope. For secondary
electron (SE) imaging, this system is equipped with an in-
lens detector, ideal for displaying surface structures (it
detects SE electrons directly in the beam path), and a SE
lateral detector, which emphasizes the topography of the
specimen. SE lateral images (Fig. S1b) were obtained at
15 kV with a 45°-sample tilt and a 14.7 mm working dis-
tance. In-lens images (Fig. S1c) were acquired at 1 kV and
a very short working distance (1.4 mm) in order to
improve the signal-to-noise ratio and to avoid charging
effects. The resolution at an optimum working distance is
0.6 nm at 15 kV and 1.1 nm at 1 kV. The incident probe
current was measured using a Faraday cup (1.19 nA for
15 kV and 49.2 pA for 1 kV).

X-ray experimental setup
The x-ray beam of the NanoMAX beamline was� ltered

with a horizontal double-crystal monochromator (Si 111,
bandwidth of ~10� 4) to provide a monochromatic beam
with energy of 12 keV (or wavelength� of 1.0325 Å). In
order to select a spatially coherent beam for the
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Fig. 5 Summary of the Bragg ptychography performances.The graph synthesizes the gain on the image quality (spatial resolution along the
vertical direction, in nm) obtained in this study as a function of the performances of the setup (positioning errors, in nm) when one introduces a
position retrieval routine in the inversion scheme. With a 3rd-generation synchrotron source, the gain is limited and the experimental approach only
performs well with a reliable sample scanner. On the contrary, with the coherent� ux available at the 4th-generation synchrotron source, a high
(almost maximal) quality image can be retrieved even for non-perfect scanning performances. The illustrations correspond to the density
distributions presented in the main text and in Supplementary information
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experiment, the secondary source aperture (SSA) slits
placed at 47 m from the sample stage5 were set to a width
of 250� m, in both horizontal (H) and vertical (V) direc-
tions. A set of � xed-curvature Kirkpatrick–Baez mirrors
was used to focus the beam onto the sample. It provides a
numerical aperture of 6.4 × 10� 4, in both directions. From
a dedicated beam characterization (using forward pty-
chography, see below), the beam pro� le was extracted and
the central spot size (FWHM of intensity) was estimated
to be about 80 nm (resp. 90 nm) along the vertical (resp.
horizontal) direction. For the Bragg ptychography data
acquisition, a 2D Merlin detector (515 × 515 pixels with a
pitch size of 55 µm2 × 55 µm2) was mounted on a robot
arm. The sample-to-detector distance was set to 1.2 m, a
distance large enough to ensure the oversampling of the
diffraction pattern.

Data acquisition
The specular 220 Bragg re� ection of the patterned Si

(110) layer was chosen. It corresponds to a Bragg angle� B

= 15.6°. The sample was placed horizontally onto a piezo
translation stage, allowing for nanometric motion along
the x, y, and z directions, as de� ned in Fig. S1a in SI. At
the Bragg angle, the beam footprint is elongated as
schematically shown in Fig. S1c (orange rectangle). The
translation stage was� xed onto a two-circle dif-
fractometer, used to perform the angular rotation of the
sample perpendicularly to the Bragg vectorG and a ver-
tical scattering geometry was chosen (i.e., the incident and
diffracted beams are contained into—or close to—the
vertical plane). The 2D pixel detector was placed at an
angle of 2� B with respect to the direct beam direction.
The 3D diffraction intensity distribution was acquired as a
function of theq wave vector transfer (de� ned byq = kf �
ki, with ki,f the incident and diffracted wave vectors,
respectively). The two� rst components ofq correspond
to the pixels rows and columns of the 2D detector, while
the third direction is investigated by scanning the inci-
dence angle along the� rotation (de� ned by the rotation
axis perpendicular to the scattering plane) in steps of�� .
In Bragg conditions,q exactly matchesG. At each angular
position, a square grid of 41 × 45 positions has been
scanned in continuous (or� y-scan) mode alongy and
stepping mode alongx. The nominal step size along both
directions was set to 50 nm, small enough to ensure
enough overlap from one illumination position to the
other. Note the spiral scan approach often used in pty-
chography was not available at the beamline, in the� y-
scan mode. However, the uncertainty in the positioning
introduces enough� uctuations with respect to a perfectly
periodically scan to avoid the artifacts usually observed in
forward ptychography31. The third direction of the reci-
procal space was investigated by scanning the sample
angularly along the so-called rocking curve (� direction).

Along this direction, a scan of 27 angular positions, cov-
ering a range of 0.42° (i.e., angular step�� of 0.016°) was
designed. At each spatial and angular sample position, a
2D diffraction pattern was acquired, with an exposure
time of 33 ms per frame. Two diffraction patterns are
displayed in Fig. S1d, e, evidencing the large available
coherent � ux.

Beam characterization
Before the Bragg ptychography experiment, the beam

pro� le was characterized using forward transmission
ptychography. A gold test pattern was used and posi-
tioned upstream the focal plane at a distance of 500 µm. A
step scan over a square grid of 16 × 16 positions with a
step size of 133 nm was carried out. A Pilatus 100 K
detector (487 × 195 pixels with a pixel size of 172 µm2 ×
172 µm2) was placed downstream at a distance of 4.01 m
from the sample. Each frame was exposed for 100 ms.

A sub-region of 170 × 170 pixels of the diffraction pat-
terns, centered on the forward beam, was used for the
reconstruction. The used reconstruction algorithm was
the standard ePIE32 with � ve probe modes33. The initial
guesses for the probe modes were generated by multi-
plying a simulated beam pro� le based on the experimental
con� guration model with � ve different random matrices.
The initial guess for the object was simply a matrix of
unities (1 s) with a� at phase. The reconstruction was run
for 200 iterations. The reconstructed probe modes were
then numerically propagated to the focal plane. The� rst
three probe modes containing 94% of the total power are
shown in Fig. S2a in SI. Only amplitude parts of modes #2
and #3 are shown in a gray color map to highlight their
mode structures. It should be noted that this beam
information (probe pro� les and mode distribution) was
not used for the Bragg ptychography reconstructions.

Bragg ptychography inversion details
The main speci� cities of the new inversion scheme are

outlined hereafter. Regarding the retrieval of the sample
positioning, the major dif� culty comes from the fact that
the 3D illuminated sample volume (de� ned by the beam
pro� le and the beam-to-sample position) is related to the
3D intensity pattern by a 3D Fourier transform relation. It
implies that the whole set of 3D Fourier components is
associated with a single beam-to-sample position. This
holds true for the two� rst dimensions, which lie in the
detector plane, but it becomes invalidated as soon as the
sample moves during the angular exploration along the
rocking curve. In order to decouple the 3D intensity
distribution from the 3D illuminated volume, we took
advantage of a recently proposed 3D Bragg ptychography
formalism, which makes use of the Radon transform and
its inverse counterpart20,23. It allows one to link the
individual 2D diffraction pattern to a speci� c tomographic
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2D projection of the 3D sample at a given position.
Thereby, each individual 2D diffraction pattern can be
associated with a single speci� c sample position. Once
this is introduced, the re� nement of the sample position
can be performed on the full data set. As it is based on
correlations between diffraction patterns, this approach
still works for samples that would exhibit crystalline dis-
tortions only (i.e., no electron density contrast). We note
that a few different strategies have been proposed in
forward ptychography34 that should be able to achieve
this, but comparing their respective merits in the BP
framework falls out of the scope of this study. As exten-
sively explored in forward ptychography35–37, the � y-scan
acquisition mode can speed up the data collection by
saving the overhead time on the de-acceleration and
settlement of the scanning motors at each scanning
position. However, it blurs the diffraction patterns, which
is equivalent to introducing partial coherence effects.
Mixed-state reconstruction strategy33 needs to be intro-
duced to account for using mode decomposition. Note
that additional sources of de-coherence, such as any other
vibrations or partial coherence of the beam, are also
accounted for in this scheme. This approach allows
retrieving a series of effective incoherent probes, the more
prominent mode being associated with the beam
pro� le (Fig. S2 in SI). In addition, a regularization term is
introduced along the inversion, in order to promote the
solutions for which the object thickness is smaller than a
certain value19. Finally, to further help the reconstruction,
a threshold process is introduced. The up-sampling
strategy and the probe reconstruction have been� rst
successfully tested on mock datasets for both� y-scan and
step-scan acquisition modes (see Figs. S8 and S9 in SI,
respectively). Prior to the inversion, the sample thickness
is directly estimated from the data set, using an L-curve
optimization approach19. The same approach is used to
re� ne the� lm orientation, which exhibits a small tilt with
respect to the 110 Bragg vector. The summary of the
L-curve analysis is shown in Fig. S10,� rst tested on
simulated numerical datasets (full intensity signal and
Poisson noise corrupted data) before it is used on the
experimental data (SI). The successful application of this
whole inversion scheme on the experimental data set is
illustrated in the 3D sample reconstruction shown in Fig.
S7, while the limited impact of the threshold constraint on
the same data set is con� rmed with the reconstruction
shown in Fig. S11, SI. The full inversion details are
described hereafter.

The inversion strategy is composed of three successive
steps:

– data shaping,
– preliminary corrections of global spatial drifts,
– inversion process,

which are described below in details.

– Data shaping: For the Bragg ptychographic
reconstruction, a sub-region of 400 × 360 pixels,
centered on the Bragg peak, is cropped out from the
full-size measurement data set. The gap between
different sensor modules of the Merlin detector is
masked out. The diffraction patterns are then binned
by 2 along each dimension (i.e., 2 × 2 pixels are
binned into 1 larger virtual pixel of 110 × 110 µm2),
which gives a dimension of 200 × 180 pixels for each
frame of the diffraction patterns. This step is
introduced to save data processing time, given the
sampling condition is still fully satis� ed after the
binning operation. This 3D measurement volume, in
the reciprocal space, determines the pixel sizes in its
conjugate 3D real-space; they correspond to 26.6,
6.3, and 5.3 nm respectively alongx, y, z.

– Preliminary corrections of global spatial drifts:In
order to partly correct for spatial drifts and
misalignments, we introduce a numerical approach,
able to mitigate the misalignment between the data
acquired at different angles. It corresponds to a
spatial re-alignment of the sample for each angle,
performedvia building spatial intensity maps (SIM).
The SIM is a 2D map produced for each rocking
angle by assigning to each spatial scanning position
the sum of the intensities integrated into the
detector plane. As the center of the rocking curve
(angle #14) has the highest intensity signal, the
cross-correlation between the SIM in a given angle
and the SIM for angle #14 is used to perform a
spatial registration along the rocking angles.
From these aligned SIMs, a sub-region (of 41 × 45
ptychographic spatial positions) is set (still covering
the whole star) and the corresponding diffraction
patterns from these selected scanning points were
used for reconstruction.

– The inversion process:The inversion part contains
several numerical routines used cyclically and/or
simultaneously. They aim for:

- retrieval of probe and object
- angular up-sampling,
- regularization of the sample thickness,
- incoherent background� tting,
- global and individual drift corrections.
These routines are individually detailed hereafter before

the full inversion process used for the inversion of the
data set is described.

- Retrieval of probe and object: A recently developed
reconstruction strategy28 is used that allows for the
simultaneous retrieval of both object and probe; such a
probe retrieval is enabled in Bragg geometry by enforcing
an invariance constraint along the propagation direction
of the beam. This constraint is well satis� ed here, since
the depth of focus of the focusing optics (about 120� m at
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this energy) is much larger than the intersected volume
with the object, due to their small numerical aperture. To
account for the loss of coherence in the measured signal
along the� y-scan direction,� ve probe modes are used33.
For the object, only one mode is used, and the chosen
initial guess is a uniform slab with a thickness of 190 nm.

The sampling along the angular rocking direction is up-
sampled by a factor of two28 and the reconstruction is
performed in the orthogonal frame de� ned by the
detector plane and the exit beam directionkf; this strategy
allows us to enforce the reciprocal-space constraints (i.e.,
the agreement between the measured and the estimated
intensity patterns) without any interpolation of the mea-
surements inherently acquired in a non-orthogonal frame
(see Fig. S1). This direct mapping of the real and reci-
procal space frames is enabled via a modi� ed 3D Fourier
transform recently developed38, which still preserves the
counting statistics of the measured signal.

- Angular up-sampling: The angular step size deter-
mines the real-space window size alongx and z due to
the inclined geometry and according to the Nyquist
sampling theorem. To ensure the whole illuminated
volume is included in the window size (i.e., satisfying
Nyquist sampling condition), a smaller angular step size
as the one used for the data collection in the experiment
is needed. To reduce the step size, we arti� cially insert
virtual angular points between the measured ones, i.e.,
computationally up-sampling the angular dimension.
During the inversion, those virtual angular information
can be retrieved28.

- Sample thickness regularization: Thickness-support
regularization is applied to avoid the inherent under-
determination along the beam propagation direction due
to lack of diversity19. To � nd the optimal thickness for the
support constraint, we employ the L-curve method19,39. In
this way, a small tilt (of about 1.6°) around thex-axis is
found between the star (x, y) plane and the translational
scan plane. To determine the tilt value, we run a series of
reconstructions with different tilt values and select the
value with the smallest reconstruction error. The methods
to determine the thickness and the tilt were carefully
studied and previously validated via numerical simula-
tions (Fig. S10, SI). The thickness,� xed to 190 nm, is
slightly larger than the nominal thickness of the Si layer.

- Incoherent background� tting: an incoherent back-
ground contribution is jointly � tted during the inversion
to account for incoherent photon counts28, supposedly
induced by air scattering.

- Global and individual drift corrections: The pre-
liminary corrections of the global drift between the angles
described above do not account for additional drifts
within each 2D map acquired at a given angle. It results,
indeed, in limited reconstruction quality. To further
improve the reconstructions, drift correction during the

inversion needs to be introduced. To this end, each dif-
fraction pattern needs to be registered to a speci� c spatial
position, which is only possible thanks to the back-
projection reconstruction strategy, which decouples the
2D individual diffraction patterns from the 3D intensity
distribution at a given spatial position38. The drift cor-
rection includes two parts: the global drift correction
between angles and the correction of the individual drifts
within each angle. The global drift correction (i.e., for
each angle) is derived from the cross-correlation between
the SIMs derived from the current reconstruction and
from the measurements. Within each angle, the individual
drift correction is performed with the annealing
method29. It should be noted that cross-correlation-based
registrations provide sub-pixel drift estimates with an
accuracy only restricted by the signal-to-noise ratio40.

For the inversion, 200 iterations were� rst run using the
ptychography iterative engine (i.e., ordered subset with
Gaussian noise model). It included the retrieval of probe
and object, the sample thickness regularization, and the
incoherent background� tting. To account for spatial
drifts, the iterative reconstruction relying on back-
projection was run for 400 more iterations: the global
drift correction started after ten iterations and was stop-
ped after 200 iterations, immediately followed by the
individual drift correction iterations, stopped after 150
iterations (the last 50 iterations were run without any drift
corrections). Finally, an amplitude threshold was also
implemented for the object reconstruction: during the
� rst 100 iterations, the relative object amplitudes lower
than 3% of the maximum were set to zero. Then, this
threshold was increased to 10% for the next 200 iterations
and for the remaining 200 iterations, the threshold was set
back to 3%. As the iterations progress, this strategy allows
small-amplitude artifacts to vanish much faster. The
iterative background correction and sample thickness
regularization were performed during this back-
projection-based reconstruction strategy as well.
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