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THE REGULATION OF ARTIFICIAL INTELLIGENCE BY THE 
EUROPEAN ORGANIZATIONS AND THE EMERGENCE OF 
NEW FUNDAMENTAL RIGHTS IN THE DIGITAL DOMAIN  

Raphaël Déchaux 

Lecturer in Public law 



What is Artificial Intelligence (AI) ? 



What is AI ? 

EXPERT SYSTEMS OR  
SYMBOLIC ALGORITHMS 

MACHINE LEARNING OR 
CONNECTIONIST ALGORITHMS  

(DEEP LEARNING) 



What is AI ? 

Automated decision-making > human decision-
making 

• Big Data 

• No emotion bias 

 



INTRODUCTION:  
THE NEED FOR INTERNATIONAL 

LEGAL REGULATION  



A) THE NEED FOR A 
CLASSICAL LEGAL 
REGULATION 



1) The rise of  "ethical" texts 

What is ethic? 



1) The rise of  "ethical" texts 

What is ethic? 

•system of values 

•non-prescriptive (moral and law) 
 



1) The rise of  "ethical" texts 

https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-
science-inventaire-des-cadres-ethiques-et-politiques/ 

https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/
https://lestempselectriques.net/index.php/2020/05/06/ia-algorithmes-big-data-data-science-inventaire-des-cadres-ethiques-et-politiques/


2) The inadequacy of  ethical instruments 
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2) The 
inadequacy of 
ethical 
instruments 



2) The 
inadequacy 
of  ethical 
instruments 



B) THE NEED FOR 
INTERNATIONAL LEGAL 
REGULATION 



B) The need for international legal regulation 

Why should international regulation be "better" 
or "more effective" than national regulation? 

 



B) The need for international legal regulation 

Why should international regulation be "better" 
or "more effective" than national regulation? 

•globalization of  the digital economy 

•context of  international competition 



C) A EUROPEAN 
REGULATION 



C) A European regulation 

• 50 for the Council of  Europe 

• 71 for the European Union 

• 10 for OECD 

• Only 9 for UN.  

• UNESCO released a Recommendation on the Ethics of  Artificial Intelligence 
on 24 November 2021. 

• OECD : first organization to adopt a Recommendation on Artificial Intelligence 
on 22 May 2019. 

• OECD AI Policy Observatory 



PART 1: 
THE EMERGENCE OF AN 

INTERNATIONAL REGULATION OF AI 



A) THE CURRENT SOFT 
LAW INSTRUMENTS 

Hard law or soft law ? 
 



1) In the Council of  
Europe 



1) In the Council of  
Europe 

 



1) In the Council of  
Europe 

• Right to transparency (art. 8) 

• Right not to be subject to a 
unilateral decision (art. 9,1a). 

• Right to obtain knowledge of  the 
reasoning (art. 9,1c). 



1) In the Council 
of  Europe 

 



1) In the Council 
of  Europe 

1. Principle of  respect for 
fundamental rights 

2. Principle of  non-
discrimination 

3. Principle of  quality and 
security 

4. Principle of  transparency, 
impartiality and fairness 

5. Principle “under user 
control” 



2) In the EU 



B) BINDING INSTRUMENTS 
IN DISCUSSION 

 



1) Towards a new 
Council of  Europe 

Convention? 



1) Towards a 
new Council 
of  Europe 
Convention? 



2) The AI Act  

 



2) The AI Act  

Key dates 

• June 14, 2018 : Independent High-
Level Expert Group on Artificial 
Intelligence 

• February 19, 2020 : White paper 

• October 2, 2020 : Decision of  the 
European Council 

• April 21, 2021 : IA Act draft 



C) A CHALLENGING 
CONSTRUCTION 
PROCESS 

 



C) A CHALLENGING 
CONSTRUCTION PROCESS 

1. Conceptual reasons 

• Effective horizontal effect 

• European courts issues: 

• Strasbourg: only States can be 
condemned 

• Luxembourg: not direct access 
for individuals 



C) A CHALLENGING 
CONSTRUCTION PROCESS 

2. Geopolitical reasons 

• no common vision 

 



C) A CHALLENGING 
CONSTRUCTION PROCESS 

3. Ideological reasons  

• Scientism 

• Libertarianism 

• Digital solutionism 



What is 
scientism ? 



a) The scientism of some technicians 

Gabor's Law : "Anything 
that is technically feasible 
must be achieved, whether 
this achievement is judged 

morally good or 
reprehensible“ 

Lawrence Lessig : "Code is 
Law“ 



What is Libertarianism ? 



b) The Libertarianism of  the business leaders 

• Classical version : hostility to government, justice and law 

• New version : transhumanism 

• “quick and dirty” 



What is solutionism? 



c) The digital solutionism of  some 
politicians 
• Digital technologies are the solution 

to political issues. 

• Contact tracing : 

• Human : 1; AI : 0 



PART 2: 
TOWARDS THE 4TH GENERATION OF 

HUMAN RIGHTS. A SPECULATION ABOUT 
FUTURE REGULATION OF AI 



A) TECHNICAL 
CONDITION: THE 
NEED TO PROVIDE 
A LEGAL 
DEFINITION OF AI 



A) TECHNICAL 
CONDITION: THE 

NEED TO PROVIDE 
A LEGAL 

DEFINITION OF AI 
 

category ‘IA” is quite heterogeneous 

AI is successful in : 

• interpreting clinical data (early diagnosis of  
cancer) 

AI is unsuccessful in: 

• complex environment 

• ranking various values 



A) Technical 
condition: the 
need to provide 
a legal definition 
of  AI 

Yann le Cunn 



A) Technical condition: 
the need to provide a 
legal definition of  AI 

• Algorithms operating in closed systems 

• objective and quantifiable rules 

• ADM with high efficiency 

• Algorithms operating in subjective open systems  

• requiring interpretation or contextualization 

• Should be challengeable  

• Algorithms with a descriptive function 

• Objective : understand the past 

• Algorithms with a prescriptive function 

• Objective : predict the future  



B) STRUCTURAL 
CONDITIONS: 
THE NEED FOR 
CERTIFICATION 



What is certification ? 

B) STRUCTURAL 
CONDITIONS: THE NEED 

FOR CERTIFICATION 



1) A 
preliminary 
control of  
the absence 
of  biases of  
AI 

regulation of  AI or regulation of  the use 
of  AI? 

some AIs cannot be used beneficially 

Cognitive and statistical biases are 
susceptible to cause discriminatory results.  

• First, if  the learning data set is biased. 

• Secondly, if  biases are brought into the algorithm 
design itself  or into its optimization function 

• Thirdly, exploitation of  a biased environment 



1) A preliminary 
control of  the 

absence of  biases of  
AI 



Dirty data 
produce dirty 
IA 

 



GPT-3 
(OpenAIwith 
the Stanford 
University) 

 



2) A 
preliminary 
control of  

the safety of  
AI 

black box effect  
 



a) The proportionality in the use of  algorithmic systems 

The use of  AI should not exist an equally efficient human service, 
less energy consuming and less intrusive ways to perform a task or 
provide a service 



b) Accountability 

People designing, developing, 
deploying AI systems must 
take responsibility 

• effective and accessible 
remedy 

• information 

• redress for any harm 
suffered 



c) Transparency 

AI processes are rendered traceable. 
Meaningful information should be 
provided on the system’s capabilities, 
limitations and purpose. 

• Without such information, a 
decision informed or taken by 
an AI system cannot be 
effectively contested 

• Key obligation for enforcement 
of  other principles and rights 



Compass 

• Wisconsin Supreme Court, 3 
July 2016, State v. Loomis 

• New York State Supreme 
Court, 27 December 2017, 
Brennan Center for Justice v. New 
York Police Department. 

The transparency principle of  
AI vs business secrets and 
intellectual property rights 

• right to a fair trial 

 



d) Explainability 

Right to a meaningful 
explanation 

• how AI system functions, 

• what optimization logic it 
follows, 

• what type of  data it uses,  

• and how it affects one’s 
interests. 



Risks of  IA 
which 
nobody really 
knows how 
they work. 



3) Should 
some AIs be 
strictly 
forbidden? 



a) Facial recognition 

Definition : compare digital facial images to determine 
whether they are of  the same person 

Human emotions recognition : quackery 

• “false positive” : situation where an image is falsely 
matched to another image on the watchlist 

• “False negatives” : situation where the images deemed not 
to be matches, but in fact are matches 

Racial biases 

Accuracy of  facial recognition depend on the data quality 
used to create the software and the quality of  data used 
when deployed.  

CoE Guidelines on Facial Recognition (June 2021) 

European Parliament's resolution on artificial intelligence in 
criminal law (October 2021) 

European Data Protection Board, opinion (June 2021) 



Fundamental 
rights 
applicable 
for facial 
recognition 

• Proportionality 
• restricted to prevention or resolution 

of  the most serious crimes. 

• Privacy and protection of  personal 
data 
• Interdiction to permanently track 

and/or monitor citizens 

• Transparent and clear provision of  
information 

• Freedom of  expression and freedom 
of  assembly and of  association 
• Interdiction to use facial recognition 

for political reasons 



b) Social scoring 
Assessing people on the basis of  their social behaviour or of  known 
or predicted personality characteristics. 

Benefit of  high scores 

• preferential rates 

• Nursery places 

Consequences of  bad scores 

• public humiliation 

• economic penalty 

• family penalty 

• travel penalty 



Social scoring in 
Europe 

The Italian city of  Bologna : 
smart citizen wallet 

• Participating would be entirely 
voluntary (?) 

• Good scores will be given 
according to ecological and 
cultural activities 

• Public surveillance 



C) SUBSTANTIAL 
CONDITIONS: THE 
RENEWED 
ENFORCEMENT OF 
EXISTING RIGHTS 



1) The need to update 
some individual rights 

 



a) Updating the 
right to human 
dignity 

• AI should not be used to replace human 
activity or restrict humans, but to 
complement and augment their capacities. 

• Right to inform a human user that they are 
interacting with an AI system 

• Right to have the choice to opt out of  
interacting with an AI system 

• Right to refuse to be submitted to an AI's 
decision  

• Interdiction of  predictive justice 
algorithms by insurance companies 

• Interdiction of  management of  
human resources by AI  



b)Updating 
the right to a 
remedy 

• Prohibition of  judicial algorithms. 

• Right to to challenge any AI advice, or even to request the advice of  a human 
expert. 

• Corporate confidentiality and business secrets should be balanced with the 
possibility of  challenging an algorithmic decision 



2) The need 
to uphold 
the 
democratic 
system 



a) The right to free 
elections and the 
limitation of  profiling 

Cambridge Analytica : personal 
data of  87 million of  
Facebook's users were 
transferred  

Psychographic algorithms : 
profiling can serve political 
purposes.  

• Brexit 

• "The Brexit would not 
have happened without 
Cambridge Analytica“ 
(Christopher Wylie) 

• Trump election 



Cambridge analytica scandal 

Regulation of  profiling 

1. Guarantee the right to non-discrimination 

2. Communication about Facebook's resources 

3. right to freely opt out from individualized profiling 

4. Profiling AIs should be regularly reviewed by authorities or 
independent experts 

5. Ban psychographic marketing ? 

6. Control of  targeted communication by independent bodies 



b) The right to free 
democratic debate  

AI systems can affect the right to receive information when 
used in online (social) media 

• search engines, recommendation systems and news 
aggregators are often non-transparent and unaccountable 

• “deep fakes” 

• publications on social are widely used for misinformation 
purposes, 

• Facebook Files => Facebook's AI can identify Deep Fakes 
and aggressive contents 

• “Anger" emoji leads 4 to 5 times more exposure on 
users' news feeds than content with "thumbs up" or 
"heart" emojis. 

• As they are the ones that are the most read and shared, 
they are the ones that generate the most income 

• Assault on the Capitol 



Thank you for 
your attention… 

… and don’t forget to delete FB 
and ask for your data ! 


