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Abstract— The exponential dependence of the soft-error rate 
(SER) with critical charge in CMOS circuits, empirically proposed 
by Hazucha and Svensson, is derived in the framework of the 
diffusion-collection approach. A full analytical formulation is 
established, linking the SER with physical and technological 
parameters, notably the circuit supply voltage, carrier diffusion 
coefficient and ion characteristics.  
 

Index Terms— CMOS technologies, collection-diffusion, critical 
charge, FinFET, numerical simulation, planar transistor, 
radiation effects, single event effects, soft error rate (SER), SRAM. 

I. INTRODUCTION 
N the domain of single event effects in CMOS circuits, one 
very popular and extensively used expression is the soft error 

rate (SER) formula, originally proposed by Hazucha and 
Svensson [1].   This empirical expression links the SER and the 
critical charge, an essential metrics that quantifies the 
susceptibility of circuits to radiation [2]. Hazucha and 
Svensson’s [1] expression can be written under the well-known 
form 

 
(1) 

where k and QS are two fitting parameters, F is the particle flux, 
AS is the sensitive drain area (collecting node) and Qcrit is the 
critical charge. QS is often called collection slope, it has the 
same dimension as Qcrit, k is dimensionless. 

This expression, which empirically describes very well the 
dependence of the SER on the critical charge, has never been 
fully derived from a modeling point of view based on physics 
equations, even if several pioneering works by Kirkpatrick [3] 
and Edmonds [4,5] established all necessary physical 
foundations years before [1]. The aim of the present work is 
precisely to propose a physics-based and accessible derivation 
of (1) using a simple formalism in the framework of the 
diffusion-collection approach [3-16]. The paper is organized as 
follows: Section II summarizes the basic principles and main 
equation of the diffusion-collection model. Section III presents 
our analytical model of the SER and introduces a new general 
expression from which (1) is derived. Numerical simulations 
are also presented for model validation using a random-walk 
drift-diffusion code. Finally, Section IV discusses similarities 
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and differences between our model and (1). It also develops the 
dependences of the SER with the supply voltage, inventories 
the model inputs, discusses possible approximations for certain 
parameters and provides quantitative SER trends for different 
bulk technological nodes. A derivation of the model for 3D 
FinFET architectures is finally proposed as an outline to future 
developments. 

II. DIFFUSION-COLLECTION MODEL 
In the so-called “diffusion-collection” model, the energy lost 

by a charged particle in the semiconductor material along its 
track is converted into electron-hole pairs that are rearranged in 
the form of a succession of point charges (i.e., charges 
deposited in a very small volume) of electrons and holes, dn and 
dp, respectively, with dn = dp = dn0 (number of pairs), just after 
energy deposition and creation of the pairs (Fig. 1). The model 
then assumes that the transport of these carriers in-excess dn  
(m-3) is governed by a pure spherical diffusion law in the 3D 
semiconductor domain [6] 

 
(2) 

where t is the carrier lifetime and D* is the ambipolar diffusion 
coefficient given by 

 (3) 

with Dn and Dp are the diffusion coefficients for electrons and 
holes respectively. 

Equation (2) can be analytically solved for all points P in 
space.  

 
Fig. 1. Schematic illustration of the diffusion-collection model principle. 
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Fig. 2. Integration of (8) over an entire heavy ion track from point I to point F. 
The length L = IF corresponds to the particle range. 

A. Diffusion-collection considering a point source 
We first consider a unique point charge dn0 (Dirac delta 

function that corresponds to a number of charges) at t=0 in M 
(Fig. 1). The excess carrier density (electron density in the 
following) at time t and distance r originating from dn0, solution 
of (2), can be written under the form [6] 

 
(4) 

Considering a collecting contact (i.e., a sensitive reverse biased 
NMOS drain) centered in point P, the collected current at this 
level originating from the diffusion of the point charge dn0 can 
be expressed as [7] 

 (5) 

where AS is, like in (1), the sensitive drain area (assumed to be 
small enough to avoid numerical integration in the current 
expression) and vcol is the average velocity of carriers at the 
level of the collection point, assimilated to the average carrier 
velocity in the space charge region (SCR) of the drain junction 
in numerous works [7-9,11-15]. Note that Icol must be in balance 
with the carrier diffusion flux (or gradient) in point P 
originating from dn0 in order to maintain current continuity. 
 The integration over time of (5) gives the charge collected 
qcol(r,t) by the contact originating from the element dn0. 
Neglecting carrier recombination and putting (4) in (5), we 
obtain 

 
(6) 

where G is the upper incomplete gamma function [17]: 

 
(7) 

For t ®  +¥, the gamma function term in (6) reduces to Öp 
and the collected charge at infinite time is: 

 
(8) 

B. Diffusion-collection considering a line source (particle 
track) 

From (8), it is easy to calculate the total collected charge at 
the drain contact resulting from the contribution of a whole 
particle track. For this, we consider the simplified case, shown 
in Fig. 2, in which a uniform beam of mono-energetic heavy 
ions (energy E, flux F) arrives perpendicularly to the 
semiconductor surface (in the following, we neglect the 
reflective boundary condition on the silicon surface and we 
consider the 3D simulation domain as an infinite medium). 
Assuming that the ions stop in the target material, in this case, 
the length of tracks L corresponds to the full range of the 
particles in the semiconductor. Alternatively, if the ions will not 
stop inside the substrate, E is replaced by the energy loss ΔE 
and L corresponds in this case to the thickness of the 
semiconductor domain crossed (see IV.A). Considering for this 
material an energy of electron-hole pair creation equal to Ee,h, 
the particle creates a total of N = E/Ee,h (or DE/ Ee,h) pairs in the 
target material. For simplicity, we suppose a constant LET 
value: this charge is thus uniformly deposited along the ion 
track. In this case 

 
(9) 

where ℓ	and dℓ are defined in Fig. 2. Integration of (8) along 
the particle track in the approximation of a constant collection 
velocity gives 

 
(10) 

 

(11) 

where arsinh(x) is the inverse hyperbolic sine, defined over the 
whole real line and given by 

 (12) 

Equation (10) finally gives 

 
(13) 

 (14) 

The form of (13) is identical to the expression (21) obtained 
by Edmonds in [4] for the same configuration to that of Fig. 2 
but with a different boundary condition at the silicon surface 
(assumed to be reflective in [4]). Equation (14) is also similar 
but not identical to expression (24) in [4].  

At this level, we can evaluate the ratio of the collected charge 
Qcol by the deposited charge Qdep = qN. This ratio Qcol/(qN) 
corresponds to a collection efficiency hS for the collecting 
contact. From (13) and (14), we obtain 
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(15) 

C. Numerical verification using the RWDD approach  
To verify (8) and (15) and consequently (13) and (14), we 

performed extensive numerical random-walk drift-diffusion 
(RWDD) simulations, considering particle point sources and 
tracks of different lengths and distances from the collecting 
contact. 

Fig. 3 shows the time evolution of the charge collected by a 
contact (0.2´0.2 µm of surface) located at 1.5 µm from the 
initial deposition of 40,000 electrons at t=0 (see Fig. 4). In Fig. 
3, values obtained from (6) are compared to numerical 
simulation data obtained with a 3D Monte Carlo RWDD code 
[18-19]. RWDD advantageously replaces TCAD for the 
simplest simulations with elementary geometries and constant 
coefficients (field, mobility, diffusion coefficient) [20]. For 
memory, in the RWDD approach, each charge (or packet of 
charges) in excess is described as a material particle subjected 
to a drift-diffusion motion composed of a deterministic drift 
motion (in presence of an electric field E) and a random-walk 
pure diffusion. If at time t, a charge packet is located at r(t), 
after a time interval Dt, it will move to  

 (16) 

where N3(0,1) is a 3D standard gaussian random vector and µ* 
is the carrier ambipolar mobility. 

In the present RWDD simulation, there is no electric field, 
and the numerical code simulates a pure 3D ambipolar diffusion 
process. The two curves of Fig. 3 are in very good agreement 
that illustrates the validity of (6) to describe the time 
dependence of the collected charge. From Fig. 3, also note the 
stochastics character of the RWDD curve: this is because the 
amount of collected charge is quite low, a few tens of electrons 
at the end of the transient.  
  

 
Fig. 3. Time evolution of the charge collected by a small contact (AS =  
0.2´0.2 µm2) located at a distance of 1.5 µm from the initial deposition of 
40,000 electrons (see Fig. 4) analytically predicted by (6) and numerically 
computed using a Monte Carlo RWDD simulation code. Other values used in 
(6) are D* = 533 cm2/s and vcol = 3.55 ´106 cm/s. 
 

In addition to Fig. 3, Fig. 4 shows four different snapshots 
taken at t = 0, 0.2, 2 and 20 ps after the deposition of the charges 
illustrating the RWDD charge transportation process. Collected 
carriers at the level of the contact correspond to particles 
reaching or passing through the surface of the contact during 
the simulation run. 
 

 
Fig. 4. Charge distributions in the projected xz plane (y = 0) of the 3D simulation 
domain at t = 0, 0.2, 2 and 20 ps after the deposition of 40,000 electrons at 
position (0, -0.5, 0). Charges are transported following (16) with D* = 533 cm2/s, 
Dt = 0.1 ps, E = 0 (pure diffusion). The surface of the collecting contact is in 
the xy plane, perpendicular to the figure. x and z scales are in µm.  

 

 
Fig. 5. Charge distributions in the projected xz plane (y = 0) of the 3D simulation 
domain at t = 0, 0.2 and 2 ps after the deposition of 10 × 4000 electrons along 
a 1-μm length track located at 1.5 μm from the contact. Same simulation 
parameters as used and reported in the caption of Fig. 4. 
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Fig. 6. Collection efficiency of a collecting contact analytically predicted by 
(15) and numerically computed using a Monte Carlo RWDD simulation code 
for a particle track of length L located at distance l0 from the collecting contact 
(see configuration in Fig. 2). 

 
Fig. 5 shows an example of RWDD simulation reproducing 

the irradiation configuration of Fig. 2 for a 1 µm length track 
located at 1.5 µm from the contact. The track is fragmented in 
10 parts, each part or segment dℓ = 0.1 µm carries dn0 = 4,000 
electrons. The collecting efficiency was evaluated at the end of 
the simulation by calculating the ratio of the number of 
collected electrons by the total number of deposited electrons.  

Fig. 6 shows the comparison of these numerical data with 
analytical predictions made using (15). A very nice agreement 
is observed on the full distance range, especially for short 
particle tracks, up to 10 µm. For the very long track 
corresponding to L = 100 µm, a slight difference is visible for 
l0 < 4 µm, presumably due to intrinsic stochastics error in 
RWDD simulation when the distance between track segments 
and the collecting contact become important and the number of 
particles involved in the simulation is limited (due to computer 
memory). 

III. SOFT ERROR RATE MODELING IN THE DIFFUSION-
COLLECTION APPROXIMATION 

From the above equations and in the framework of the 
diffusion-collection model, we can now derivate an analytical 
expression for the soft error rate of a circuit element for which 
a sensitive node is represented by the simple geometry shown 
in Figs. 2 and 7. Considering a given critical charge value Qcrit 
for the circuit element being modeled, (13) immediately shows 
that there is a critical distance from the sensitive node below 
which any ion impact will lead to an upset 

 
(17) 

As illustrated in Fig. 7, lcrit defines a disk centered in the 
sensitive node P; any ion impact in the disk will result in  
Qcol ≥ Qcrit and thus in an upset.  

The number of upsets per unit time, i.e. the soft error rate, is 
thus simply equal to the product of the disk surface plcrit2 by the 
particle flux F, that gives 

 
Fig. 7. Sensitive area defined by the disk of radius lcrit. 

 

 
Fig. 8. Schematic for a direct particle impact in the drain. 

 
(18) 

The surface plcrit2 corresponds to the heavy ion cross-section 
of the modeled circuit node in the approximation of the 
diffusion-collection approach [5]. Equation (18) is also valid in 
the framework of the above approximations, whatever the 
values of L, l0 and Qcrit. It represents a general expression for 
the SER of a circuit element subjected to a perpendicular heavy 
ion beam and characterized by a critical charge Qcrit and a 
sensitive node with a sufficiently “small” surface to avoid 
charge integration over the drain area and to use the 
approximation of (4).  

From (18), it is now easy to derive an expression very close 
to the empirical expression proposed by Hazucha and Svensson 
[1]. Remembering that sinh(x) = (ex – e-x)/2, in the particular 
case where Qcrit >> Q0, we obtain the following approximation 
for the critical length and for the SER 

 
(19) 

 
(20) 

The collection slope QS, introduced in (1), is found to have 
the following expression 

 
(21) 

Equation (18) is related to the SER induced by the diffusion 
of deposited charge outside the sensitive drain, due to the “point 
surface” approximation made in (4). For direct impacts, another 
expression of the SER should be considered, as illustrated in 
Fig. 8 and detailed in the following. In this case, the collected 
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charge has two components: 
1) a charge Q1 directly deposited and collected in the 

space charge region augmented by a possible 
funneling mechanism (if L > WSCR); 

2) a charge Q2 deposited in the substrate below the 
junction and collected via the diffusion-collection 
process if L > (WSCR + ℓf). 

From notations of Fig. 2 and considering L > (WSCR + ℓf), we 
can write 

 
(22) 

 

 
(23) 

where the length of collection ℓf related to funneling is given by 
[21]  

 
(24) 

If (L < WSCR + ℓf), Q2 = 0 and Q1 = qN.  
 

 
Fig. 9. Comparison of values given by expressions (18) and (20) as a function 
of the Qcrit/Q0 ratio. To facilitate comparison, the quantity pL2F was fixed equal 
to 1 in the two expressions. 
 

 
Fig. 10. Schematics illustrating the difference in SER limit when Qcrit tends 
towards zero (without carrier recombination): a) collecting node integrated in 
an “infinite” semiconductor domain and b) collecting node integrated in a finite 
dimension well. AW corresponds to the well top surface.  

From the above equations, the SER component due to the 
sole contribution of direct impacts in the drain area is thus 
expressed as 

 
(25) 

Eq. (25) implicitly underlies the notion of critical LET for the 
incident ions able to trig an upset. Unfortunately, the equation 
Q1 + Q2 = Qcrit has no analytical solution for the ratio L/N and 
must be numerically solved. 

IV. DISCUSSION 

A. About the Hazucha and Svensson’s expression 
Equation (20) is almost the same as the empirical expression 

proposed by Hazucha and Svensson. In particular, the 
development of our model from the basic equations of the 
collection-diffusion approach highlights the physical origin of 
the exponential dependence of the SER with critical charge:  the 
charge transport via a pure diffusion process.  

A similar result was previously obtained by Edmonds in the 
appendix of Ref. [5] for a sensitive node array separated by 
reflective surfaces and subjected to heavy ions (perpendicularly 
incident to the array surface): the node cross-section X for 
collected charge to exceed a certain value Q was expressed 
under the form X = B exp[-Q/(aAL)] where A and B are two 
geometric constants (not expressed), L is the ion LET and a is 
a conversion unit constant for silicon. In the present work, this 
exponential term in the expression of the SER is found to derive 
from the hyperbolic sine function for large values of the 
argument: it corresponds to values of Qcrit larger than Q0. Fig. 9 
directly compares normalized SER values obtained from (18) 
and (20). This plot shows that the exponential approximation is 
valid as soon as Qcrit/Q0 is typically larger than 1.5. For smaller 
ratio values, the SER deviates from the exponential law and it 
becomes necessary to consider the hyperbolic sine. 

A notable difference between (1) and (20) comes from the 
dependency with the drain area. In the Hazucha and Svensson’s 
formula, the SER is directly proportional to AS (which is clearly 
intuitive, notably for direct particle impacts on the drain area) 
whereas in (18) (and also in (20)), this dependency is only 
included in the term Q0. At this level, the “point surface” 
approximation made in (4) – which implies that (20) only 
consider impacts outside the drain surface – may explain this 
difference in the surface dependence of the SER. 

On one hand, it is quite remarkable that Hazucha and 
Svensson formulated (1) on the sole basis of experimental data 
obtained from atmospheric neutron irradiation. Several of their 
remarks written in [1] take on their full meaning in the light of 
these analytical developments. In particular, from (1) 
commented in [1]: “k should not depend on VDD or doping 
profiles. […] Collection slope QS depends strongly on doping 
and VDD”. These remarks are fully valid for (20): the prefactor 
term 4pL2 does not depend on VDD or doping levels (profiles). 
Collection slope QS, given by (21), depends on doping and VDD, 
as explained in III.B. It must be also noted that both the 
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prefactor and exponential terms depend, in our developments, 
on the type and characteristics of radiation.  

On the other hand, another remark of Hazucha and Svensson 
about (1) is the following [1]: “Extrapolations to Qcrit = 0 gives 
SER = k ´ AS ´ F. Cross section at this point is determined by 
the rate at which the secondary particles intercept the drain, 
rather than by the amount of collected charge”. If this remark 
is a priori attractive, it is because, in the compact form of (1), 
this expression links with a continuous and unified expression 
(owing to the property of the exponential function which equals 
1 in 0), a formulation of the SER for both direct impacts in the 
drain and indirect impacts by diffusion-collection. But we 
believe that this way of doing things is quite inconsistent on the 
physical point-of-view. Indeed, a sensitive node of a circuit 
whose critical charge tends towards zero becomes sensitive to 
all the particles which deposit a charge near this node. In the 
hypothetical case where a sensitive node would be integrated 
alone within a semiconductor domain extending to infinity and 
subjected to radiation, as illustrated in Fig. 10a, the soft error 
rate resulting from the diffusion-collection of the deposited 
charges would be infinite (neglecting carrier recombination), as 
predicted by (18) for Qcrit which tends to 0 (see also Fig. 9). 
More realistically, the SER value should reach an upper (large) 
limit value (which has nothing to do, and which is much higher 
than AS ´ F) due to carrier recombination which screens 
minority carriers deposit beyond a certain distance. 

But this view is only theoretical since a sensitive node in a 
CMOS circuit is not isolated but always integrated in a 
semiconductor well (p-well for NMOS, n-well for PMOS) 
which has lateral finite dimensions and/or limited depth 
extension (see Fig. 10b). This means that the quantity of 
deposited charges in the relevant well is a finite quantity. In this 
case, if the critical charge of the sensitive node tends towards 
zero, this implies that all particles impacting the well will upset 
the sensitive node because, from (13), whatever the values of 
N, L and l0 for any trace of the particle in the well, the collected 
charge by the sensitive node will never be zero, therefore even 
very small but always higher than Qcrit. This reasoning 
demonstrates that the SER of a nearly zero critical charge circuit 
is not infinite but tends towards an upper limit which only 
depends on the geometry of the circuit and the characteristics 
of the particle flux. In the simplified view illustrated in Fig. 10b, 
this SER limit value is AW ́  F, where AW is the well top surface. 
In (1), this limit is expressed by the quantity k ´ AS ´ F, the 
parameter k contributing to fit the expression to the true surface 
to consider, which is not equal to AS but rather to a value 
considering the local environment (well geometry) of the 
sensitive node. In (18) or (20), the dependency of the SER due 
to collection-diffusion with the drain surface is included in the 
term Q0, not in the prefactor term of these equations. For direct 
impacts, the quantity to consider is well AS ´ F, as used in (25). 

B. Supply voltage dependence 
The SER model of (18) presents a dependence with the 

supply voltage VDD via both vcol and Qcrit terms.  
Concerning the collection velocity, vcol can be derived from 

the average value of the drift velocity in the SCR region of the 

drain junction [13] 

 
(26) 

where Fmax is the maximum value of the electric field, µn is the 
electron mobility, Vbi is the internal barrier potential, VR = VDD 
is the reverse bias applied to the N+ contact and WSCR is the 
width of the space charge region [22] 

 
(27) 

 

(28) 

with NA and ND are the doping levels for p-type and n-type 
regions respectively, ni is the intrinsic carrier concentration of 
the semiconductor material, and eSC is the semiconductor 
dielectric constant.  
 Inserting (26) in (14) using (27) and (28) gives 

 

(29) 

For the critical charge, in the case of an SRAM cell, Qcrit can 
be modeled as a sum of capacitance and conduction 
components of the impacted node [2] 

 (30) 

where CN is the equivalent capacitance of the struck node, VDD 
is the supply voltage, IDP is the maximum current of the on-state 
pMOS transistor and tF is the cell flipping time. 

At this level, different refinements can be introduced to 
model the transistor on-state current and the cell flipping time 
or to use a more accurate integral expression of Qcrit considering 
the exact value of the static tripping point of the SRAM cell 
[23-27]. Analysis of modeling and simulation results [28] 
suggest that critical charge variations can be linearized around 
the value obtained for the nominal core voltage. A first-order 
approximation can be written under the form 

 (31) 

where Qcrit,nom is the critical charge at nominal core voltage 
VDD,nom and a is a voltage variation coefficient which can be 
extracted from SPICE or TCAD simulations. 

Equations (18), (29) and (31) are the core equations of the 
SER(VDD) model. Fig. 11 shows comparison of experimental 
SER data with model predictions. Data were obtained from a 
CMOS bulk 65 nm single-port SRAM test vehicle subjected to 
accelerated alpha irradiation using a 241Am source [29-30]. The 
core voltage for this technology is VDD,nom = 1.2 V. Due to the 
very short distance between the source emitting surface and the 
circuit surface (< 1 mm) and although the source is isotropic, 
mostly alpha particles inducing upsets can be assumed to arrive 
perpendicularly to the surface. SER was measured within a 
voltage range of ±20% around VDD,nom. In Fig. 11, data is 
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Fig. 11. Alpha-SER dependence with the supply voltage in a CMOS bulk 65nm 
single-port SRAM. Experimental values have been measured using a 241Am 
source (5.46 MeV alpha particles). The dashed line corresponds to SER values 
calculated from (18), (29) and (31) and converted in FIT/Mbit with geometrical 
and technological parameters reported in [29-30]. For industrial confidentiality 
reason, all numerical results in this figure have been normalized by a common 
arbitrary scaling factor, set lower than 3. The real order of magnitude for the 
reported data is thus not significantly altered. 

 
compared to SER values calculated from (18), (29) and (31) 
(expressed in FIT/Mbit) with geometrical, technological and 
circuit parameters reported in [29-30]. The model (dashed line) 
fits the experimental data very well and, in particular, is able to 
reproduce the nonlinear behavior of SER with VDD in this 
voltage range. It should however be noted that, to optimize the 
model curve with respect to experimental data, the ambipolar 
coefficient and the voltage variation coefficient a have been 
fine-tuned. In this way, the SER model curve of Fig. 11 
corresponds to Qcrit = 1.8 fC [31] and a = 1.15 fC.V-1. This last 
value matches circuit simulation for bulk 65 nm with an 
extracted value around 1 fC.V-1.  

C. Model characterization and exploration 
The developed analytical SER model needs the knowledge 

of a certain number of physical, geometrical and electrical 
parameter values to be properly used. These parameters 
include: 

- the critical value of the node element Qcrit and possibly its 
dependence with VDD obtained by circuit simulation; 

- the drain area of the sensitive transistor AS; 
- the characteristics of the incoming ionizing radiation that 

is required to evaluate the particle range L and the ratio 
N/L of deposited pairs per unit length; 

- the ambipolar diffusion coefficient D*, that requires the 
knowledge of both electron and hole mobilities µn and µp 
in the substrate of transistor well region; 

- ideally the technological structure of the drain to evaluate 
the collection velocity vcol from the basic equations of the 
P-N junction (26-28) or by TCAD simulation [15]. 

However, in case of one or both of these last parameters (i.e., 
D* and vcol) may be hard to access without accurate fabricating 
information or difficult to evaluate (vcol is very sensitive to the 
drain architecture in terms of doping and electric field 
distributions), it can be envisaged to consider them as fitting 
parameter(s) of the model, since the others are supposed to be 
known. This approach is largely used in the domain [7-15]. 

To complete results presented in IV.B, we used our model to 
provide quantitative trends for different technological nodes 
(bulk 45, 32, 22 and 16 nm) concerning their voltage 
dependency. Results are shown in Fig. 12. For these 
calculations, Qcrit versus VDD values were taken from Fig. 5a in 
[32], the other values were estimated from the International 
Technology Roadmap for Semiconductors [33] and by scaling 
some parameters of the bulk 65nm SRAM. As discussed in 
previous works [34-36], the observed SER improvement 
induced by the scaling of the planar processes is found to be 
roughly a combination of the bit-cell area and VDD reductions, 
in good agreement with other published data (see for example 
the overall scaling trend for memories in [36]). 

D. Planar versus FinFET architectures 
The geometrical configuration shown in Figs. 2 and 8 

typically corresponds to the case of planar transistors. Another 
interesting configuration corresponds to that of the FinFET 
architecture. The 3D topology of the FinFET strongly modifies 
the way that radiation-induced charges are collected with 
respect to the case of planar FET. This aspect is illustrated in 
Fig. 13 and has been addressed in recent works [37-42]. As 
shown in Fig. 13, the situation changes for indirect impacts 
whereas for direct impacts (i.e., for particle strike in the fin), the 
situation is identical to that described in Fig. 8 and (24) remains 
valid. 

 
Fig. 12. Critical charge (a) and alpha-SER (b) versus VDD estimated for generic 
SRAMs designed in CMOS bulk 45, 32, 22 and 16 nm. Qcrit versus VDD values 
were taken from Fig. 5a in [32]. SER values are calculated from (18), (29) and 
(31) for an alpha emissivity of 10-3 a/cm2/h. Other simulation parameters are: 
D* = 8.6 cm2/s, AS = 0.0165 µm2 for the 45 nm node, alpha-particles of  
5.46 MeV with L = 28µm.  

a) 

b) 
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Fig. 13. Charge collection process in a FinFeT device for an indirect impact at 
the base of the fin (inspired from Monga et al. [37] for the ion track and device 
configuration).  
 

Although the aim of this paper is not to develop a complete 
model for the FinFET architecture, it seems interesting to try to 
express the SER for a geometry that approximates the topology 
of these non-planar structures from the previous analytical 
developments. In the case of an indirect impact, illustrated in 
Fig. 13 and inspired from the work of Monga et al. [37], we can 
see that the charge integration performed in (10) must be 
modified to roughly take into account this new geometry 

 

(32) 

Equation (32) is therefore an approximation of the collected 
charge in FinFET-like architecture because this evaluation 
treats charge collection at the substrate region (from the bottom 
of the fin to L) as the same as the planar one. Indeed, for 
example, the shortest collecting path for charge deposited near 
Hfin depth is prohibited by the shallow trench isolation (STI) 
layer, so such asymmetry should theoretically influence the 
collecting efficiency and thus the collected charge value. In the 
framework of this important simplification and from (32), we 
obtain 

 
(33) 

Equation (33) is identical to (13) when Hfin = 0 and ℓh = l0. 
The first term represents the contribution to the collected charge 
of a track of total length L+Hfin from which the contribution of 
the virtual track of length Hfin is subtracted. 

The second term of (33) admits a maximum value when ℓh = 
Wfin/2, the minimum distance for an indirect impact. Indeed, it 
was shown in [41] that ion strikes in the substrate region of a 
FinFET do not result in enough charge collected to produce 

 
Fig. 14. Reduction of the SER for FinFET with respect to planar structures as 
predicted by (20) and (36). 
 
measurable transients. This was confirmed by 3D TCAD 
simulation: the collection efficiency is found to drop off to a 
few percents or less in the substrate [41]. From this result and 
in addition to direct ion impacts in the fin structure, we can 
reasonably speculate that only indirect particle strikes in the 
close vicinity of the fin base should contribute to the SER. For 
ion track lengths above a few tens of nanometers that is 
generally the case, L+Hfin ≈ L. We deduce from the following 
approximation a simple expression for lcrit in the case of indirect 
ion impacts in a FinFET architecture 

 

(34) 

with 

 

(35) 

that gives 

 

(36) 

The geometrical factor g characterizes the fin architecture. Its 
value increases with the height of the fin and decreases with its 
width. g reduces to 0 for planar architectures. This 
dimensionless factor is added to the ratio Qcrit/Q0 in the 
argument of the sinh term, which has the effect of reducing the 
value of the SER (i.e., equivalent to an increase of Qcrit). The 
FinFET architecture therefore appears to be intrinsically more 
immune to radiation because charge collection is reduced for 
transistor geometry reasons, which is precisely expressed by the 
gamma factor in this equation. The more the thin has an 
elongated architecture, the smaller the collection of charges and 
therefore the better its resistance to radiation. 
 To conclude, when Qcrit/Q0 + g > 1.5 (which is always the 
case if Hfin>Wfin), the hyperbolic sine can be replaced by a 
simple exponential, and we have 

 
(37) 

Heavy ions (energy E, flux F)

I

F

L

Hfin

Semiconductor region

AS

ℓh

P

Wfin
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Incidentally, (37) shows that the exponential dependence of 
the SER with Qcrit is conserved in FinFET architectures, which 
was empirically observed and accepted up to now. 

Fig. 14 illustrates the reduction of the SER for FinFET with 
respect to planar structures as predicted by (20) and (36).  Due 
to the simplicity of the above model, the reduction factors 
reported in Fig. 14 for two fin elongations (Hfin/Wfin = 2 and 3) 
should be considered with caution and considered more 
qualitatively than quantitatively. Further developments and 
validation of the model remain necessary at this stage. 

CONCLUSION 
From the basic equations of the diffusion-collection model, 

we derived in this study an analytical soft error rate model 
dedicated to CMOS circuit elements for which the critical 
charge concept can be applied. We found a simple expression 
for the SER involving the hyperbolic sine of the critical charge. 
For a certain condition on the value of the critical charge, given 
by the model, this expression can be simplified. It shows in this 
case an exponential dependence of the SER with Qcrit, under the 
same form as empirically proposed by Hazucha and Svensson 
in [1]. Coming after the pioneering works of Edmonds [4-5], 
the present contribution also establishes from physics-based 
equations the origin of the exponential term in this expression: 
the charge transport via a pure diffusion process. Our analytical 
formulation also links the SER with physical and technological 
parameters, notably carrier diffusion coefficient, drain 
structure, ion characteristics and circuit supply voltage. For this 
last parameter, we pushed the development of our model to 
obtain a set of analytical expressions able to numerically 
estimate SER variations with supply voltage. This point was 
validated with data obtained from alpha-particle accelerated 
irradiation performed on a CMOS bulk 65 nm single port 
SRAM test vehicle. We also provide quantitative trends for 
different technological nodes (bulk 45, 32, 22 and 16 nm) 
concerning their voltage dependency. Finally, we proposed a 
derivation of our model for FinFET architectures that, more 
qualitatively than accurately at this preliminary level of 
development, evidences the intrinsic reduction of the SER in 
FinFET due to the 3D geometry. This reduction factor is found 
to be linked to the characteristics (height and width) of the fin. 
Further developments are calling to consolidate and 
characterize a complete model from the proposed approach. 
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