
HAL Id: hal-04181194
https://amu.hal.science/hal-04181194

Submitted on 15 Aug 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Reducing named entity hallucination risk to ensure
faithful summary generation

Eunice Akani, Benoit Favre, Frederic Bechet, Romain Gemignani

To cite this version:
Eunice Akani, Benoit Favre, Frederic Bechet, Romain Gemignani. Reducing named entity halluci-
nation risk to ensure faithful summary generation. 16th International Natural Language Generation
Conference, Sep 2023, Prague, Czech Republic. �hal-04181194�

https://amu.hal.science/hal-04181194
https://hal.archives-ouvertes.fr


Reducing named entity hallucination risk to ensure faithful summary
generation

Eunice Akani1,2 and Benoit Favre1 and Frederic Bechet1 and Romain Gemignani2

1 Aix-Marseille Univ, CNRS, LIS, Marseille, France
2 Enedis, Marseille, France

firstname.lastname@lis-lab.fr

Abstract

The faithfulness of abstractive text summariza-
tion at the named entities level is the focus of
this study. We propose to add a new criterion
to the summary selection method based on the
"risk" of generating entities that do not belong
to the source document. This method is based
on the assumption that Out-Of-Document enti-
ties are more likely to be hallucinations. This
assumption was verified by a manual annota-
tion of the entities occurring in a set of gener-
ated summaries on the CNN/DM corpus. This
study showed that only 29% of the entities out-
side the source document were inferrable by the
annotators, leading to 71% of hallucinations
among OOD entities. We test our selection
method on the CNN/DM corpus and show that
it significantly reduces the hallucination risk
on named entities while maintaining competi-
tive results with respect to automatic evaluation
metrics like ROUGE.

1 Introduction

Abstractive text summarization methods aim at
generating shorter versions of documents, possi-
bly containing new words with respect to original
documents. Recent pre-trained language models
(Devlin et al., 2019; Lewis et al., 2020; Zhang et al.,
2019; Raffel et al., 2020) allow to obtain fluent
generated text. Despite their remarkable perfor-
mance, those models tend to generate information
that cannot be inferred from the source document.
According to a study by Cao et al. (2018), 30%
of the summaries generated by various systems
have inconsistencies, qualified as “hallucination”
by (Maynez et al., 2020). Current metrics used to
assess automatic text summarization systems, such
as ROUGE (Lin, 2004) and BERTScore (Zhang*
et al., 2020), do not account for these issues. These
hallucinations led to several studies on evaluating
the faithfulness of generated summaries and gen-
erating more faithful texts (Li et al., 2022; Ji et al.,
2023). For example Durmus et al., 2020; Deutsch

et al., 2021 proposed a QA-based metric. They
produced questions from the generated summary
and check that the answer in the document matches
the one in the summary. Natural Language Infer-
ence (NLI) have also been proposed to evaluate the
factuality of a generated summary by checking if
it entailed the source document (Falke et al., 2019;
Maynez et al., 2020; Laban et al., 2022). Most
recent studies (Luo et al., 2023) used ChatGPT1 as
NLI system to evaluate the factual inconsistency of
generated summary. Chen et al., 2021 suggested
using contrast candidate generation and selection
as a post-processing method to avoid hallucina-
tion. They create candidate summaries and replace
named entities with ones found in the document to
summarize. Nan et al., 2021 introduced an entity-
based metric to compare the entities in the gold
summary to the generated summary. They also pro-
posed a method based on training data filtering and
multi-task learning to avoid hallucinations.

This paper studies hallucinations at the entity
level, which is a crucial level (Chen et al., 2021)
in news-related corpora such as CNN/DM (Her-
mann et al., 2015) or XSum (Narayan et al., 2018).
We aim to reduce the “risk” of generating nonfac-
tual summaries by reducing the number of possibly
hallucinated entities using a new criterion called
Named Entity Hallucination Risk (NEHR). This cri-
terion stands on the precision-source of Nan et al.,
2021 for summary selection. Based on the assump-
tion that an Out-Of-Document (OOD) entities have
more chance to be hallucinations, we empirically
verify that the entities in the summary are occurring
in the source document.

Our contributions are as follows :

• We create summaries using sampling methods
and we propose a selection criterion called
Named Entity Hallucination Risk (NEHR) to
minimize factual errors.

1https://openai.com/blog/chatgpt
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• We empirically examine the relevance of
NEHR as a selection criterion.

• We evaluate summaries chosen with NEHR
and the model’s performance on two bench-
mark corpora CNN/DM and XSum.

2 Named Entity Hallucination Risk

We propose to assess the risk of using entities and
quantities incorrectly, leading to hallucinations in
generated summaries. In the following, we call an
entity a word string belonging to a named entity
category such as person, location, organisation and
quantities. An entity can be considered as an in-
document entity if its corresponding word string
can be found in the source document (exact-match
in-document entities), or if it relates to an alterna-
tive form (e.g. New York/Big Apple). If an entity is
not mentioned in the source document, it is consid-
ered as an Out-Of-Document (OOD) entity. OOD
entites can be either acceptable if they can be in-
ferred from the document (e.g. New York → USA)
or can be considered as hallucinations.

We call hallucinations the occurrence in gener-
ated summaries of entities that cannot be inferred
from the source document. Hallucinations can be
obvious errors, entities that have nothing to do with
the source document context, or entities that could
be acceptable by looking at external sources but
which were considered as dubious by human anno-
tators: accepting them would require some form
of world knowledge beyond general understanding,
not directly available from the document. Let’s
point out that an entity can be an in-document en-
tity or an acceptable OOD entity but still be in-
correct in its context of occurrence in a generated
summary.

This study aims to reduce the risk of hallucinat-
ing entities thanks to a selection criterion called
NEHR for Named Entity hallucination Risk in-
spired by the precision-source metrics proposed
by Nan et al., 2021. A simple selection system
can be built from our NEHR criterion, which se-
lects less risky hypotheses from a large sample of
summaries.

NEHR definition The NEHR criterion is based
on the assumption that in-document entities, and
moreover exact-match in-document entities are less
prone to be incorrectly used in generated sum-
maries than OOD entities. From this assumption,
a summary-level hallucination risk, called NEHR,

can be computed as the percentage of entities in
that summary not in the source document. For a
document d and a summary s we have:

NEHR(d, s) = (1− |entities ∈ d ∧ s|
|entities ∈ s|

)× 100 (1)

For detecting named entities and quantities in d and
s we rely on an automatic NER system as in (Chen
et al., 2021). However, we have no direct way to
check if an entity considered as risky (i.e. not in
the source document) is correct or not. Therefore,
we rely on human annotations to verify that this
criterion is effectively correlated with hallucination
errors in generated summaries.

Assessing the relevance of the NEHR criterion
The following steps are involved in the empirical
study designed to test the relevance of our risk
criterion:

1. Select a document/summary corpus C, train
several summarization generation models on
the training instances of C; generate a set Sd

of alternative summaries for all documents d
belonging to the test partition of C with the
different models and compute the ROUGE
and NEHR scores for all summaries s ∈ Sd.

2. For each document d ∈ C, select the maxi-
mum ROUGE hypothesis ŝd:

ŝd = argmax
s∈Sd

ROUGE(s, sref)

3. Run a NER on each summary e(ŝd).
4. Manually inspect all entities e detected in

summaries ŝd to classify them according to 2
dimensions: inside/outside the source docu-
ment; correct/incorrect use of e in ŝd.

This study can tell us whether our risk criterion is
indeed correlated with the factuality of the sum-
mary generated, and whether incorrectly used enti-
ties are more frequent outside the document than
inside. The motivation for using the max ROUGE
summary ŝd for each document d is to abstract
from a given system by using an upper bound of
what current state-of-the-art systems can produced.
The following section describes the empirical study
we did on the CNN/DM corpus.

3 Empirical study on the NEHR criterion

Dataset and model We used the test set of the
CNN/DM (Hermann et al., 2015), a popular ab-
stractive dataset for the automatic text summary



task that comes from news articles from the CNN
and the Daily Mail websites; and BART (Lewis
et al., 2020), a transformer encoder-encoder based
model that can be fine-tuned to perform automatic
text summarization. BART’s pre-training consists
in applying an arbitrary noising function to corrupt
the text deliberately, and training a model to recon-
struct the original text from this corrupted version.
We initialised the model with pretrained weights
from the hugging face library (Wolf et al., 2020)
resulting from the fine-tuning of BART-large on
CNN/DM2.

Sampling a diverse population of summaries
We generated multiple summaries using 4 different
sampling methods to select the next token from
a language model: beam search that keeps the
num_beams highest probability paths at each step;
Temperature Sampling that consists in re-scaling
logits before applying the softmax; Top-K Sam-
pling (Fan et al., 2018) that only keeps the K most
likely next words and redistributes the probability
among those K words and Top-P Sampling (Holtz-
man et al., 2019) that consists in, given a proba-
bility p, taking the smallest possible set of next
words whose cumulative probability exceeds a
given probability mass and redistributes the prob-
ability among them. By using several sampling
parameters, we are able to generate a set of 77 sum-
maries for each document to summarize. Refer to
appendix A for sampling parameters.

Named entity extraction In this study we use
FLERT (Schweter and Akbik, 2020)3 to extract
Named Entities from documents and summaries.
FLERT is a NER system that yields 90.93% of F1-
score on OntoNotes, a large NER annotated dataset.
By extracting NEs on the source documents and
on the set of summaries generated by our sampling
method on each source document, we are able to
estimate the NEHR value for each summary.

Our first evaluation consists of computing the
ROUGE metrics on the summary sets generated by
our sampling method in order to check that each
set contain a large diversity of summaries corre-
sponding to a large range of ROUGE values. We
computed ROUGE and NEHR for different sum-
maries produced by the sampling strategy (Table 1).
The variations of ROUGE show how the summaries

2https://huggingface.co/facebook/
bart-large-cnn

3https://huggingface.co/flair/
ner-english-ontonotes-large

summary set ROUGE (R-1/R-2/R-L) NEHR
ROUGE max 57.45 / 32.59 /41.63 4.6
ROUGE min 30.04 / 09.33 /19.47 6.0

Table 1: Maximal and minimal values of ROUGE on
the summary set produced by our sampling method on
CNN/DM. The NEHR value for the min/max summaries
is also reported.

in-doc out-doc
Entity dist (%). 79.7 20.3
Type exact. var. inf. hall.
Type Dist. (%) 62.8 37.2 28.8 71.2
% correct 90 90 88 -

Table 2: % of correctly used entities for each subset of
in-document and out of document entities. Dist. is the
percentage of entities belonging to each type for entities
inside (exact match, variation) and outside (inferable,
hallucination) the document.

generated cover a large space. Large variations of
ROUGE do not translate into large variations of
NEHR values for the summaries corresponding to
the min and max values of the ROUGE criterion,
highlighting the fact that ROUGE might not be a
good indicator of summary faithfulness.

Are Out-Of-Document entities mostly halluci-
nations? We manually analyzed the generated
summaries to identify if our assumption that OOD
entities were likely to be hallucinations was correct.
We randomly selected 50 generated summaries
from the test set of CNN/DM with the following
constraint: each generated summary must contain
at least one exact-match in-document entities and
at least one that had no match (either variation of in-
document entities or OOD entities). We used these
constraints in order to oversample in-document
and OOD entities. By using the exact-match con-
straint we were able to select automatically the
in-document summaries. In each summary, we
manually inspected the same number of entities
with exact matches to entities in the source docu-
ment as those with no matches, resulting in 145 en-
tities with exact matches and 145 with no matches.
Three annotators were asked to label each entity as
correctly or incorrectly used w.r.t. the following
definition: the entity is used in the correct context
according to the document. The entities inside and
outside the document were divided into two types:
exact match or variation for in-document entities
and inferable or hallucination for OOD entities.
While exact match refers to entities that match ex-
actly those in the source document, variation refers

https://huggingface.co/facebook/bart-large-cnn
https://huggingface.co/facebook/bart-large-cnn
https://huggingface.co/flair/ner-english-ontonotes-large
https://huggingface.co/flair/ner-english-ontonotes-large


to entities in the document that are written with
misspellings or using alternative forms, such as a
date written differently in the document and in the
summary. Inferable refers to entities outside the
document whose correct use and veracity can be
inferred as presented in section 2. We collect the
annotations and report the results based on a major-
ity vote among the annotators. The inter-annotators
agreement Cohen kappa (Cohen, 1960) of at least
0.63 was obtained for each pair (refer to appendix
B for kappa). According to the annotation obtained,
most of the annotated entities belong to the set of
in-document entities (80%); only 20% belong to
OOD entities. In table 2, we report the % of cor-
rectly used entities for each subset of in-document
and OOD entities. For in-document entities, 90%
are labelled as "correct", and there are no differ-
ences between exact-match and alternative forms
of entities. When dealing with OOD entities, 71%
of them were considered as hallucinations by our
annotators. This confirms our assumption that in-
document entities are a good source of information
for computing NEHR. It is interesting to see that
the set of 29% inferable entities have almost the
same correctness (88% v.s. 90%) than in-document
entities. So the drop in correctness between in-
document and out-of-document entities exclusively
comes from hallucinations, which represent about
71% of the out-of-document entities. Therefore,
by explicitly minimizing the risk of having out-of-
document entities, we reduce the risk of hallucina-
tions and this can lead to an increase in summary
faithfulness. In the next section we apply the cri-
terion to select summaries at inference time and
check the impact on summary quality of explicitly
minimizing this criterion.

4 Experiments on summary selection

We evaluate the impact of using our NEHR cri-
terion for selecting a summary at inference time
among a possible set of summaries and compare
the results obtained in terms of ROUGE and human
evaluation with three baseline selection methods:
summary with the highest score given by the model
among the summaries generated; the 1-best with
beam = 4 and the summary with the best entail-
ment score compare to the source document as
proposed in (Maynez et al., 2020). We propose a
criterion based on both NEHR and model scores:
First, the population of possible summaries is re-
duced to those with the lowest NEHR value, then

the summary with the highest model score is se-
lected from that subgroup. Let H be the set of
summaries sampled from the model, V set of sum-
maries with minimum risk, P (·|model) the proba-
bility given by the model to a summary, and ŝ the
final system output:

V =

{
x ∈ H|risk(x) = min

s′∈H
NEHR(s′)

}
(2)

ŝ = argmax
s∈V

P (s|model) (3)

In section 3, we saw that 37.2% of the entities in
the document were variations of other entities be-
longing to the source document. Thus, using heuris-
tics described in appendix C, we identified enti-
ties that were possible variations of in-document
entities to ensure that the OOD entities were not
mistakenly considered to be alternative forms of
in-document entities by our automatic system .

Automatic evaluation We report into table 3, the
ROUGE (Lin, 2004), NEHR (see 1) and the per-
centage of summary with at least one OOD entity
computed on CNN/DM. We also report the results
of the same experiment made on XSum (Narayan
et al., 2018), a more abstractive text summarization
dataset than CNN/DM where the reference sum-
maries contain a large number of OOD ngrams:
36% new 1-grams and 83% new 2-grams in XSum
whereas CNN/DM has 17% and 54% respectively
(Narayan et al., 2018).
The table shows that if BART-Large with beam=4
yields the best automatic evaluation scores, it re-
sults in a higher value of NEHR for both dataset.
Our approach minimizes that number while main-
taining almost equivalent ROUGE for CNN/DM.
For XSum, there is a big loss in term of ROUGE.
But our proposed method reduce the NEHR as well
as the percentage of summary with at least one en-
tity that could be an hallucination. This may be
due to the fact that XSum’s references summaries
are not faithful to the document. In order to check
if our selection criterion did not negatively impact
the subjective quality of the chosen summary, we
performed a manual evaluation on a subsample of
the XSum test set.

Human evaluation We evaluated 10 XSum test
examples selected randomly. This evaluation con-
sists in annotating the faithfulness of the different
entities with respect to the document. Two annota-
tors were asked to label each entity as true if it was



ROUGE-1 ↑ ROUGE-2 ↑ ROUGE-L ↑ NEHR ↓ %HallSum ↓

C
N

N
/D

M BEAM 4 43.74 20.84 30.44 0.5 3.86
BEST PROBA 41.99 18.96 28.01 2.6 20.57
ENTAILMENT 43.61 19.69 29.26 1.62 12.92
MIN NEHR + VAR (OUR) 42.19 19.12 28.24 0.003 0.035

X
S

U
M

BEAM 4 45.32 22.20 37.10 27.67 52.48
BEST PROBA 40.26 16.79 31.29 31.05 61.24
ENTAILMENT 40.92 17.14 31.96 27.08 54.98
MIN NEHR + VAR (OUR) 40.16 16.54 31.31 6.92 21.49

Table 3: Evaluation on CNNDM and XSum. BEST PROBA – the summary with the best score among all generated
summaries given by the model. MIN NEHR – our proposed summary selection method after using variation
heuristics. %HallSum – the percentage of summary with at least one entity out of the document. ↑ higher is better, ↓
lower is better.

Annotator. 1 Annotator. 2 Adjudicated
BEAM 4 49.33 61.16 48.67

OUR 59.76 61.07 61.67

Table 4: Average percentage of well-used entities for
each system annotated. In adjudicated results, the anno-
tators had to agree on a label for each entity.

used in the right context with respect to the docu-
ment. An inter-annotator agreement kappa of about
0.38 was obtained. The disagreement among an-
notators could be attributed to the challenges they
faced while annotating entities in sports-related
news items where a lot of external knowledge was
required to check the correctness of an OOD entity.
We held a post-annotation adjudication phase to get
annotators to agree on a label for each entity. We
report, in Table 4, the percentage of correct entities
for each annotator and the adjudication. Looking at
the adjudication, 61% of the entities of our method
has been tag as correct while 48% for the beam
one. That means our method seems to increase the
number of correctly used entities by reducing the
hallucination risk.

5 Conclusion

We propose in this study a new Named Entity Hal-
lucination Risk criterion for summary selection.
Using human evaluation on oracle summaries gen-
erated by Bart on CNN/DM, we showed that in-
document entities are mostly correct, but this per-
formance drops when considering entities outside
documents because of hallucinations. We observed
empirically that our proposed summary selection
method did not significantly impact the ROUGE
score for CNN/DM while significantly reducing the
hallucination risk. On the highly abstractive dataset
XSum, our method was able to drop dramatically
the hallucination risk but with a significant drop in
ROUGE. Human evaluation of the generated sum-

maries selected from XSum using NEHR showed
that the occurring entities were more often correct
with respect to those obtained without our selection
criteria.
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