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Abstract

This paper addresses the problem of multi-robot task allocation and
trajectory planning in industrial environments. The objective is to opti-
mize the overall cost of robot surveillance patrols in a dynamic high-risk
environment. In this context, a hybrid beam search based approach is
proposed to plan the patrol trajectories iteratively to accommodate envi-
ronmental changes under some functional and operational constraints.
Moreover, a real-time based system is introduced for remotely mon-
itoring dynamic surveillance missions with automated mobile agents.
Finally, a case study is detailed to show the efficiency of our approach
in the case of the industrial port area of Fos-sur-Mer city in France.

Keywords: Automated guided vehicles, monitoring patrol, optimization,
tasks allocation, trajectory planning

1 Introduction

As of recent years, multi-robot systems have become a promising research area
for their advantages in handling complex problems in different sectors. These
systems comprise a set of cooperative mobile agents that collaborate to accom-
plish specific tasks [1]. Accordingly, a multi-robot task allocation (MRTA) has
been defined as the assignment of different tasks to the appropriate robots in
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order to achieve the overall objectives of the system [2]. Typically, these meth-
ods are widely used in industrial areas in particular to handle problems, such
as routing patrols surveillance. In this case, tasks are spatially distributed and
the problem also includes trajectory planning aspects. There may be also some
other issues related to the number of robots, the number of tasks within the
system, and the time required to execute each task.

Generally, MRTA problems can be classified according to three aspects
as quoted in [3]. An illustrative classification is introduced in Figure 1. The
first axis represents the number of tasks that can be executed by a robot.
The second one represents the number of robots that can perform a task.
The third axis represents the assignment time types: instantaneous or time-
extended. In the case of an instantaneous assignment, the mission information
(concerning robots and environment) is limited and it is not possible to make
an assessment for future assignments. However, the time-extended assignment
means that future tasks are known, and an assignment can be calculated for
these tasks. Besides, there are two approaches to address MRTA problems:
a static approach where the environment parameters are known in advance,
and a dynamic approach where new tasks may occur during the execution
[4]. Thus, a task re-allocation operation is necessary to accommodate these
changes.

Fig. 1: MTRA problems classification.

In this paper, we deal with the multi-robot routing problem (MRR) which
is a specific class of multi-robot task allocation problems. The MRR problem
aims to find the optimal assignment of targets to a group of heterogeneous
mobile robots and determine the trajectories of robots to visit all their assigned
targets along routes that optimize an objective function [5]. Coordination in
multi-robot systems represents a challenging issue, especially in the industrial
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area where robotic fleets must be able to cooperate in order to accomplish their
mission correctly. Therefore, software systems can provide an effective solution
to remotely manage the robotic fleets by sharing information between robots
and thus ensuring their cooperation, especially in dynamic environments where
new events can occur during the robots’ mission.

In this paper, we present a real-time-based system to remotely resolve the
MRR problem in a changing environment. In this setting, the paper has three
main contributions.

The first contribution is to extend our preliminary works [6–8] that were
initially developed in a static context and proposes a method for handling
MRR in real-time scenarios using dynamic settings. The main objective is
to deal with dynamic events by reassigning tasks to robots iteratively over
time according to changes during the mission. As such, we aim to ensure task
reassignments whenever new events occur such as the appearance of arising
tasks, the deletion of tasks or the failure of a robot.

The second contribution is to refine the cost function in order to take into
account the measurement costs. Thus, to calculate the optimal solution, we
consider not only the travel cost between sites as described in [6–8] but also
the cost required to perform each monitoring measurement.

Meanwhile, the reassignment program and the robots require real-time
coordination in order to handle various events that occur during the mission.
The third contribution is to detail software programs to support real-time reas-
signment and coordination between the robots. For this purpose, we iterate an
heuristic method based on Hybrid filtred beam search and Dijkstra algorithms
for the reassignment of tasks to heterogeneous mobile robots. In this case, the
monitoring patrols are timely reconfigured according to any change that may
occur in the environment.

As a final step, a MRR case study for monitoring patrols, in the port area
in Fos-sur-Mer city in France, is considered to elucidate our approach in this
regard.

The rest of this paper is organized as follows: Section 2 gives some basic con-
cepts related to MRR and dynamic task allocation problems, and the problem
statement is discussed. We also present some related works. The improved cost
function for MRR and the reconfiguration method are described in Sections 3
and 4, respectively. In sections 5 and 6, the real-time based system and sim-
ulation results are presented. Finally, Section 7 gives some conclusions and
identifies future works.

2 Background

2.1 Multi Robot Routing

MRR is a particular class of multi-robot task allocation that aims to effi-
ciently route a set of mobile robots to perform a set of tasks while optimizing
an objective function. In this case, the robots must avoid obstacles such as



4

walls and other robots on their way to their assigned task locations.

Definition: MRR can be specified formally by [9]

• A set of robots R = {r1, r2, . . . , rR}.
• A set of tasks M = {m1,m2, . . . ,mM}.
• A set of locations P = {p1, p2, . . . , pP }.
• A travel cost C(i, i′) between locations pi and pi′ .

In MRR, the cost function C(i, i′) refers to the travel time or distance to
move from location pi to location pi′ . The cost function is then equal to infinity
in the case where there is no path between i and i′. The objective function to
be optimized is the sum of cost functions over all locations to be visited by
robots in order to perform the assigned tasks.

2.2 Dynamic task allocation

The mission specifications may change over time by adding or removing tasks
or robots. Thus, robots must be able to adapt their behavior to these changes
using a dynamic approach. Therefore, the aim of dynamic task allocation in
multi-robot systems is to assign tasks to robots iteratively over time according
to changes occurring in the environment and to ensure task reassignments
whenever new events occur. We can distinguish three types of task allocation
approaches as follows [10]:

• Optimization-based approaches: The aim is to find an optimal solution
to the task allocation problem in order to maximize or minimize a specific
criterion. The obtained solution is subjected to a set of constraints;

• Market-based approaches: An auctioneer robot announces the details of
the tasks and solicits bids from other robots. Then, it assigns each task to
the robot offering the lowest bid;

• Behavior-based approaches: Based on information gathered from sensors
readings, actions, and mission status, as well as internal parameters, the
team members determine which robot will perform a particular task, without
explicit discussion among the robot team members.

In this paper, we focus in how optimization-based approaches can be used
to dynamically assign tasks to robots.

2.3 Problem statement

To assign tasks to the appropriate robots and determine the trajectory of each
robot in order to visit all task locations and ensure optimal results is commonly
considered as a complex problem. This often involves heterogeneous robots
equipped with different types of sensors that have to perform various tasks
with varying requirements and constraints.

The problem becomes more complex in a dynamic environment, such as an
industrial area. In this case, reassignment is to be performed iteratively over
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time as new events may arise at different locations during the mission. The
solution must take into account new events to be handled, the existing tasks,
as well as the position of all robots before the execution of any reassignment.
Additionally, the MMR problem is classified as NP-hard since no optimal solu-
tion can be found using a polynomial-time algorithm. Accordingly, heuristic
algorithms are considered to be an effective means for obtaining an acceptable
solution in this case.

The multi-robot routing problem addressed in this paper is classified as ST-
MR-TA (see Figure 1), that is, one task can be performed by several robots,
but each robot can only manage to accomplish one task at a time. In this
context, various constraints are considered, namely: (i) the energy autonomy
of each robot, (ii) the time required to accomplish each task, (iii) the maxi-
mum number of sensors each robot can carry, and (iv) the time between two
consecutive reassignments.

Finally, the successful execution of a mission in a real-world context requires
coordination between the assignment process and the robots in order to plan
and control the performance of tasks in real time. Thus, software can serve as
a centralized planner that remotely manages the execution of the whole mis-
sion. Our operational objective is to provide a real-time processing of dynamic
environment data. The mobile robots will then use the task assignment results
as well as the optimal trajectories to accomplish their missions.

2.4 Related works

Due to its complex structure and hazardous products, monitoring an industrial
area remains a difficult and risky activity, resulting in significant damage if
any details are overlooked [11, 12].

In this context, the use of multi-robot systems (MRS) for inspecting such
areas is increasing as these systems are more flexible, less expensive, and
capable of performing a variety of tasks [13].

Many approaches have been presented in the literature to address the
multi-robot patrolling and task allocation problems in complex domains
such as surveillance industrial areas.To provide a clearer understanding of
these approaches, we have categorized them into two distinct categories :
heuristic-based approaches and dynamic MRR approaches.

2.4.1 Heuristic-based approaches

Heuristic approaches have been proven to be effective methods for dealing
with multi robots routing problems. A study conducted by [14] suggests a
centralized heuristic approach to handle inspection problems in large indus-
trial areas. The proposed approach combines the A* with genetic algorithms
to solve task allocation and path planning problems by minimizing travel
distance and avoiding collision problems [15]. Likewise, the authors in [16]
propose SAGL, a new centralized algorithm for solving complex multi-robot
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routing problems with a minimum makespan by applying linear programming
duality for the Steiner Forest Problem. Another work [17] addresses a new
multi-robot routing problem known as Multi-Robot Scheduling Problem with
Blocking and Enabling Constraints (MRSBE), where robots must visit all
their assigned task locations by minimizing overall makespan and respecting
two kinds of constraints: enabling and collision constraints. To deal with
this kind of MRR problem, the authors propose a new heuristic local search
approach based on Value-Biased Stochastic Sampling and Depth First Search
algorithms. The authors in [18], introduce another heuristic based approach
to resolve the Generalized Team Orienteering Problem (GTOP), which is
a combinatorial optimization problem for routing heterogeneous robots in
exploration tasks. As a solution, they propose to use Self Organizing Map, an
algorithm that perfectly meets the scalability challenge of the MRR problem.

In addition, the MRR problem has also been addressed using other
combinatorial optimization methods, including metaheuristic [19, 20], linear
programming [21, 22] and dynamic programming [23]. In this context, the
study [24] demonstrates that the heuristic methods outperform other methods,
such as deterministic annealing algorithm or stochastic—simulated annealing,
in terms of execution time to solve either smaller or bigger MRR problems.

2.4.2 Dynamic approaches

Dynamic task allocation has also received a great deal of attention recently and
numerous studies have been conducted to address this issue. For example, the
authors in [25] present different dynamic approaches to solve the multi-robot
task allocation problem in the exploration and destruction domain, namely: the
auction-based approach, the vacancy chain approach, and the deep Q-learning
approach based on strategy-level selection. As well, they demonstrate the
effectiveness of the proposed approaches to solve the MRTA problems through
a simulation system based on Robot Operating System and Gazebo.

In [26], the authors present SCoBA, a hierarchical dynamic approach for
solving MRTA problem. While SCoBA uses the multi-agent conflict resolution
algorithm to approach the MRTA problem under two different constraints:
task uncertainty and time constraints, the authors in [27] have been inspired
by predatory behavior in social animals to propose a distributed dynamic allo-
cation approach for non-holonic robots based upon a competitive mechanism.
Furthermore, the authors in [28] present a fleet management system based
on a dynamic approach to schedule and control the performance of a logistic
mission by a set of mobile robots in hospital environment. Another work [29]
suggests to deploy an assignment algorithm to manage a modern megastore
dynamic environment. The aim is to minimize the total length of paths used
by all the robots as well as the risks related to the human-robot interaction.
In addition, the authors in [30] propose a cloud-based management system
to remotely monitor and control the mission of a fleet of unmanned surface
vehicles (USV).
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Finally, this paper can be considered as a continuity of [6–8] where we
propose a hybrid filtred beam search static approach to solve the multi-robot
routing problem related to the monitoring patrols in an industrial area. Hence,
we extend the approach by suggesting a real-time system to manage the
execution of a set of surveillance tasks by a fleet of heterogeneous robots in a
dynamic industrial environment. The system aims to reconfigure the execution
of each mission according to any change that may occur in the environment.

3 An improved cost function for MRR

This section focuses on an improved cost function that takes into account not
only the travelling cost of the robots but also the measurement cost of the
sensors.

3.1 Problem description

We consider a two-dimensionnal environment represented by a rectangular
mesh of size NX × NY cells. The cells are identified by their addresses ai,
i = 1, . . . , N where N = NX×NY . Each cell (x, y) defines a spatial area where
an agent can stay. The cells are assumed to be as large as necessary such that
each cell can be visited by several agents at the same time. The environment
may include several types of obstacles or one-way paths. Measurement tasks
should be performed in some specific cells of the environment, named sites. The
following notations are introduced. P stands for the set of sites pi where tasks
should be performed and P =| P | is the number of such sites. R stands for
the set of robots rj and R =| R |. M stands for the set of measurement tasks
mk and M =| M |. In addition, we refer to the set of measurement tasks in
site pi as to M(i). The set of tasks in different sites can be defined as follows:

Locations = (L(k, i)) ∈ {0, 1}M×P
(1)

where each site pi, i = 1, . . . , P , corresponds to a cell where one or more
measurements are required and mk, k = 1, . . . ,M , are the different types
of measurement tasks. The table Locations of size M × P specifies which
measurements should be taken in the sites in P, i.e.,

L(k, i) =

{
1, if a measurement of type mk should be performed in site pi;

0, otherwise.

The table Locations also includes the site p1 where the agents start and
end their patrol (there is no measurement to be taken at this position, thus
L(k, 1) = 0, k = 1, ...,M).
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In this work, we consider that (i) each deplacement between two given sites
pi and pi′ as an average cost Cd(i, i

′) that is the energy required to move from
pi to pi′ (Cd(i, i

′) being equal to infinity when there is no possibility to reach
pi′ from pi); (ii) each measurement mk has a specific cost Cm(k, i′) which
denotes the average amount of energy required to perform it. In addition, (iii)
each agent rj has two particular operating costs: a deplacement cost Cd(j)
that depends on the agent itself, in particular if the agent is an Automated
Guided Vehicles (AGVs) or Unmanned Automated Vehicles (UAVs), and a
measurement cost Cm(j) that depends on both the agent and the sensors that
it carries on. If no specific operating costs are considered then Cd(j) = 1 and
Cm(j) = 1.

The tasks are performed by mobile agents which are initially positioned in
the site p1 (depot). Indeed, each agent rj carries a specific subset of sensors
that perform some measurements. Two agents may be equipped with identical
or different sensors. It is assumed that each sensor performs a given measure-
ment. The table Robots defines the set of sensors carried on by each robot rj
and in the next we refer to the set of measurement tasks that are effectively
taken by the robot rj in a site pi as to M(j, i).

Robots = (R(k, j)) ∈ {0, 1}M×R
(2)

with :

R(k, j) =

{
1, if the robot rj has the sensor to handle measurement mk;

0, otherwise.

The purpose of this paper is to determine the optimal assignment of mea-
surements to robots as well as the trajectory for each robot with the aim to
minimize the total mission cost.

3.2 Mathematical modeling

To describe in a formal way the MRR problem addressed in this paper, we
use binary integer programming in which all decision variables have to be
equal to 0 or 1 and formulate the problem from an optimization perspective.
The objective function (3) to be minimized, is the total mission cost, which
can be defined as the energy required to perform all tasks of the mission
(in a certain sense this cost is also an image of the total cumulative time
needed by the agents). Due to autonomy limitation, there exist situations
where several robots equipped with the same sensors are required to perform
all the measurement tasks. To deal with such issue, let us introduce a partition
within the fleet of robots: R = R1 ∪ . . . ∪ RH , where each subset Rh, h =
1, ...,H, corresponds to a specific type of robots (all the robots withinRh being
similar). In the case where solutions with different numbers of robots and the
same value of the cost function are found, solutions with a small number of
robots are preferred. The objective function can be expressed as follows
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Cost =
∑

Rh⊆R

∑
rj∈Rh

∑
pi,pi′∈P

Xj
i,i′ ×

(
Cj

i,i′ +
∑

mk∈M

Y j
k,i′ × Cj

i′(k)

)
(3)

• Cj
i,i′ = Cd(j) × Cd(i, i

′) denotes the cost required to move from site pi to
site pi′ for the robot rj . It equals the product of the deplacement operating
cost Cd(j) of the robot rj and Cd(i, i

′) the average cost to move from site
pi to site pi′ ;

• Cj
i′(k) = Cm(j) × Cm(k, i′) refers to the cost required to perform the

measurement mk in site pi′ for the robot rj . It equals the product of the
operating measurement cost Cm(j) of the robot rj and Cm(k, i′) the cost
to perform the measurement mk in pi′ ;

• Xj
i,i′ =

{
1, if the robot rj moves from site pi to pi′ ;

0, otherwise;

• Y j
k,i′ =

{
1, if the robot rj performs measurement mk in pi′ ;

0, otherwise.

This objective function has to be minimized under the following constraints.

• In each site pi′ , the task mk must be performed by one and only one robot,
i.e.,

∑
rj∈R

Y j
k,i′

∑
pi∈P

Xj
i,i′

 = L(k, i′), ∀mk ∈ M, pi′ ∈ P. (4)

• The robot rj cannot be assigned to perform the taskmk unless it is equipped
with the required sensor, i.e.,

Y j
k,i′≤R(k, j), ∀mk ∈ M, rj ∈ R, pi′ ∈ P. (5)

• The trajectory σrj of the robot of type rj includes the site p1 (the depot);

∑
pi′∈P

Xj
i′,1 > 0, ∀rj ∈ R. (6)

• Each robot rj exits a given site pi as many times as it enters pi,∑
pi′∈P

Xj
i,i′ =

∑
pi′∈P

Xj
i′,i, ∀rj ∈ R, pi ∈ P. (7)

• Each robot rj should visit the sites where it has one or more measurement

tasks to perform in a given order, defined by the variables U j
i , pi ∈ P(rj)

where P(rj) represents the subset of sites visited by the robot rj ∈ R.
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The constraint that eliminates subcircuits is given according to the Miller-
Tucker-Zemlin formulation:

U j
i +Xj

i,i′ ≤ U j
i′ + (| S | −1)× (1−Xj

i,i′),

∀pi ∈ P(rj), ∀pi′ ∈ P(rj)/{p1}, ∀rj ∈ R
(8)

Consequently, according to equation (6) to (8), each robot rj moves along
a circuit that includes the depot.

• For each robot rj , the cost required to perform the assigned tasks must not
exceed the maximal energy of the robot Emaxj , i.e.,

∑
pi,pi′∈P

Xj
i,i′ ×

(
Cj

i,i′ +
∑

mk∈M

Y j
k,i′ × Cj

i′(k)

)
≤ Emaxj , ∀rj ∈ R. (9)

3.3 Optimization based on HFBS

Since the MRR problem discussed in this paper is a non-linear problem, we
propose a heuristic approach to solve this problem. The proposed approach is
divided into two steps. The first one calculates an initial assignment solution,
while the second performs periodically a reallocation solution by taking into
account the new events that have occured during the last period ∆′

t. We use
two different algorithms to calculate the assignment solution: Dijkstra and
Hybrid Filtered Beam Search (HFBS).

• Dijkstra algorithm is one of the most common routines for finding the path
of smallest cost between two given nodes in directed or undirected graphs
[31] and has been applied in various domains, in particular for transportation
problems. In this work, we use Dijkstra to compute the trajectories of lowest
cost Cd(i, i

′) between any pair of sites (pi, pi′), pi, pi′ ∈ P.
• Hybrid Filtered Beam Search is a class of graph search algorithms in
weighted graphs that is based on a heuristic function that evaluates the cost
to reach a given final node (or a set of final nodes) that satisfies some specific
termination conditions TC from a given initial node. This variant ensures
diversification in the population of candidates by limiting the number of suc-
cessors generated by the same parent. In this paper, we use HFBS to assign
measurements to robots based on the low cost trajectories obtained by the
Dijkstra algorithm. The HFBS uses both a global filter with parameter βg,
which limits the number of nodes at each level of the search tree and a local
filter that keeps only the βl best successors for each expanded node. Each
node S of the graph will represent a candidate solution for the considered
problem. This candidate solution is either task-complete(TC) i.e., (i) all
tasks have been performed; (ii) all agents have returned to the site p1. In
such case, we write TC(S) = 1; otherwise S is non task-complete and we
write TC(S) = 0.
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Based on [8], a candidate solution S is defined by the sequencesAgent(S, rj)

of pairs formed by the successive sites sji , i = 1, ..., h, to be visited by the

agents of each type rj and by the measurement tasks M(j, sji ) taken by the

agents rj at each visited site sji .

S = {Agent(S, rj) = (sj1,M(j, sj1))...(s
j
h,M(j, sjh)), j = 1, . . . , R}. (10)

Agent(S, rj) is composed by one or more trajectories. Typically, a trajectory
starts and ends with the site p1, but in the case of a reassignment solution, a
trajectory can start with the actual positions of robots and end with the site
p1. Due to energy constraints, several trajectories may be required to conduct
the patrol of the agents rj . In fact, when an agent does not have enough
energy to collect all measurements in the different sites, it returns to the site
p1 (to recharge its battery) and another agent is used to continue the patrol.

The HFBS uses an evaluation function f which represents the global cost
of the node S. The function f is computed at each node S of the graph by
f(S) = g(S) + h(S) where g(S) is the actual cost from initial node S0 to S
and h(S) is an estimation of the cost from S to the nearest node that satisfies
TC. To converge, the heuristic function h(S) should under-estimate the actual
cost. Equation (11) defines the function g(S) used in this paper.

g(S) =
∑
rj∈R

 ∑
i=1...h−1

Cj
i,i+1 +

∑
mk∈M(j,sji+1)

Cj
i+1(k)


 (11)

where:

• Cj
i,i+1 is the travel cost from sji to sji+1 by the robot rj ;

• Cj
i+1(k) is the cost to perform the measurement mk ∈ M(j, sji+1) by the

robot rj .

To calculate the estimation h(S) let us first define L(S) as the set of
sites that still need a visit at S, p(S) as the set of agent current positions
at S , L1(S) = L(S) ∪ {p1}, Lp(S) = L(S) ∪ {p(S)} and M(S) as the set of
measurements that still need to be carried out at S. h(S) is formulated as
follows:

h(S) = max


(C

∗
(p(S), L1(S)) +

∑
p∈L(S)

C
∗
(p, L1(S))

︸ ︷︷ ︸
h1(S)

,
∑

p′∈Lp(S)

C
∗
(Lp(S), p

′
)

︸ ︷︷ ︸
h2(S)


+

∑
rj∈R

C
∗
(M(S), j)

︸ ︷︷ ︸
h3(S)

(12)

where C∗(p(S), L1(S)) is the minimal non-null cost from the current posi-
tions of the agents to the sites in L1(S), C

∗(p, L1(S)) is the minimal non-null
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cost from the current position p of one of the agents to the sites in L1(S),
C∗(Lp(S), p

′) is the minimal non-null cost from the sites in the set Lp(S) to
the particular site p′ and C∗(M(S), j) is the minimal non-null cost to perform
each measurement in M(S) by the different agents in S.

4 Reconfiguration method

As stated above, we consider a dynamic environment where new changes can
occur during the mission execution. Specifically, we focus on three categories
of unexpected events: the occurrence of new tasks, the cancellation of tasks
not currently being performed, and the failure of a robot.

In order to cope with dynamic events, e.g., robot failures or new task
requirements, we apply a periodic reassignment approach which solves a static
MRR problem corresponding to the current environment at some particular
time stamps while optimizing the objective function defined in (1). Figure 2
provides the chart of the proposed reconfiguration method.

Read initial data 

Compute updated solution 

with HFBS

Update 𝑡

𝑡 = 𝑘. ∆𝑡

Read Heartbeats

𝑘 ← 𝑘 + 1

𝑡 = 𝑘’. ∆𝑡
′

Check for 

new events

Read data

𝑘’ ← 𝑘’ + 1

𝑘’ ← 𝑘’ + 1

Yes 

No

Yes 

NoYes 

No

Compute Initial solution with HFBS

Fig. 2: HFBS based reconfiguration approach.

More precisely, robot heartbeats are received after each period of time ∆t

to confirm that the robot is still healthy. Otherwise, if a robot fails to send a
heartbeat for a period of time, it will be considered to have failed and a fault
event will be recorded in the database. The information about new tasks that
are required by the operator during the mission (or tasks that are canceled
before they are completed) is also stored in the database.
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Afterwards, the system checks for new events in the database every period
of time ∆′

t (we assume ∆t < ∆′
t). If new events are found, the allocation algo-

rithm is restarted with the new data and the updated solution is sent to the
robots. When a robot fails, the algorithm will consider a new robot equipped
with the same sensors and located in the depot to continue the mission.

Moreover, the positions of all the robots in the MRR problem are contin-
uously updated during the execution of the mission. As a result, at every
reassignment, each robot must start its trajectory from its actual position
and returns to the depot point at the end of the mission, contrary to the
initial assignment in which all robots start and end their trajectories at the
same point ( Figure 3).

Fig. 3: Dynamic MRR approach.

To sum up, the approach re-executes, at each time k.∆′
t, an algorithm to

solve the MRR problem by considering recent information such as the updated
list of tasks and the current positions of robots. The time interval k.∆′

t between
two consecutive assignments is calculated in order to take into account new
events in the dynamic surveillance mission as soon as possible while minimizing
the cumulative time of the whole mission.

It is worth noting that the proposed cost function aims also to minimize
the number of agents used to execute the whole mission. Thus, it is preferred
to integrate all robots that are already devoted to executing different tasks in
the reassignment rather than allocated a new robot to tackle the new event.
Depending how the elementary costs Cd(j), Cd(i, i

′) and Cm(j), Cm(k, i′) are
defined, this method minimizes the energy consumption to execute the mis-
sion or the cumulative time to perform all the tasks (but it does not intend to
minimize the duration of the mission). The algorithm below describes the reas-
signment process adopted in this paper. The algorithm input is a fixed time ∆′

t

which represents the amount of time to be respected between two consecutive
reassignments, and produces a set of updated trajectories for all the robots.
In this context, the function check new event() checks if an unexpected event
has occurred in the environment (line 2). If this function has found a new event
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(line 3), then the algorithm reads all information about it, i.e., the type of event
and site with the function get events() (line 4). Indeed, the function updates()
aims to update the information about the mission according to the new events,
i.e., the number of robots used, the starting cell of each robot, that is not nec-
essarily a site with one or more measurement to be taken, and the list of sites
to be visited and measurements to be performed (line 5). Finally, the algorithm
runs the reassignment using the function reassignment() to compute the new
trajectories σ based on the updated information of the environment (line 6).

Algorithm 1 Reassignment

Input: ∆′
t interval time of reassignment

Output: σ the set of updated trajectories
foreach ∆′

t do
test = check new event();
if test == 1 then

Events = get events();
updates(robots, initial points, tasks locations,events);
σ = reassignment(robots, initial points, tasks locations);

end

end

5 Real time implementation

5.1 Architecture

This section describes our proposed real-time system for managing multi-robot
routing. The aim is to remotely allocate tasks to robots in a dynamic envi-
ronment and determine in real time the optimal route to be explored by each
robot in order to perform all the assigned tasks.

Robots Admin

Server

Fig. 4: Real Time-Based System for MRR.
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As shown in Figure 4, the architecture comprises the following components.

• The server hosts a database that keeps records of the robots’ data, infor-
mation about the environment, and the results of dynamic task allocation
and routing. The server also contains an internal management system to cal-
culate the task allocation and routing for each robot based on two different
algorithms: beam search and Dijkstra;

• The Admin application provides the ability to save in the initial database
details about the environment as well as any new events that are created
during the mission.

• The robots perform different tasks during the mission. We consider in this
paper several types of robots being Automated Guided Vehicles (AGVs),
Unmanned Automated Vehicles (UAVs) equipped with various types of
sensors;

5.2 System process

The proposed system aims to allocate each task to the most appropriated robot
and to determine the optimal routes of each robot to accomplish its assigned
tasks at the lowest cost. The workflow of our system is reported in Figure 5:

1-Save initial data

2- Get initial data

3- Generate initial solution

4- Get initial solution

For each Δ’𝑡

6- Check for new event

If (new event)

8- Get new data

9- Generate new solution

10- Get new solution

7- Save new event

For each Δ𝑡

5- Send hearbeat

Fig. 5: Real Time-Based System for MRR.
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• at the beginning, the administrator uploads the initial information, such as
task types, task locations, depot locations, and task costs, in the database
through the mobile application;

• the system reads initial data from the database and generates the initial
assignment to solve the MRR problem;

• the robots get the routing paths as well as the task allocation results and
start the mission;

• periodically, each ∆t time units (TUs) each robot sends a signal (heartbeat)
to the server, indicating that it is still alive and performing its assigned tasks;

• after having performed each task, the robot sends a confirmation to the
system;

• the administrator uploads each new task in database through the mobile
application;

• the computing system checks periodically, each ∆′
t TUs, for new events, i.e.,

if there is new information added by the administrator in the database or
if a robot has failed:

– when the system finds new events during the mission, it runs again the
MRR program with the updated dataset;

– the robots receive the updated routes with the tasks allocated and
continue the mission according to the new results.

6 Case Study

The number of dangerous damages associated with hazardous industrial areas
has received increased attention in recent years. Thus, monitoring activities
have become increasingly relevant to prevent catastrophic events. In this case
study, we demonstrate the configuration of the surveillance patrol for the indus-
trial port area of Fos-sur-mer in France in order to validate the proposed
dynamic multirobot routing approach (Figure 6).
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Fig. 6: Industrial port area of Fos-sur-Mer.

The industrial port area comprises a number of buildings and installations
that generate high-risk activities. The environment has been represented by a
grid of dimension 80×48 and divided into 3840 cells of addresses a1, . . . , a3840.
Patrols of unmanned aerial vehicles are considered. Black cells represent build-
ings or obstacles where robots cannot stay whereas white cells represent open
areas where mobile robots can stay and take measurements. To avoid any
collision problem, we consider that the size of each cell is 10m × 10m.

The resolution of a multi-robot routing problem in such a large and com-
plex envi- ronment is very challenging and expensive. We assume in this case
study that such a complex industrial environment can be divided into several
sub-areas based on criteria such as capacity, size, and geographical character-
istics. As a result, the MRR problem can be addressed separately for each
environment sub-area, which simplifies its solution. In this context, we aim in
this experiment to demonstrate the effectiveness of our approach to resolving
the MRR problem by focusing on a sub-area of the industrial environment (see
the limited area (dashed line) in Figure 7). Validating our approach in this
subarea will enable us to generalize its application to all other subareas of the
environment as well.

In this study, three specific risks will be addressed. For simplicity, we
assume that each risk can be directly addressed with a set of appropriate
sensors and we consider the measurements A,B and C as follows:

• the risk of fire or explosion of a flammable product following a leak or spill
(measurement A);

• the risk of a toxic emission of a dangerous product due to a leak or a spill
(measurement B);

• the risk of water pollution due to a leak or spill (measurement C).
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Fig. 7: The environment with 3840 cells for the Industrial port area of
Fos-sur-Mer.

Table 1: Initial environnement data.

Site Address Position(x, y) Measurements/cost() in TUs

p1 a641(depot) (11,8) 0
p2 a885 (5,12) A/C885(A) = 4
p3 a966 (6,13) B/C966(B) = 3

p4 a1950 (30,25)
A/C1950(A) = 2
B/C1950(B) = 4
C/C1950(C) = 5

p5 a523 (43,7)
A/C523(A) = 5
C/C523(C) = 2

p6 a753 (33,10) C/C753(C) = 7

p7 a1290 (10,17)
B/C1290(B) = 2
C/C1290(C) = 2

p8 a343 (23,5)
A/C343(A) = 7
C/C343(C) = 9

p9 a348 (28,5)
A/C348(A) = 4
C/C348(C) = 4

p10 a2380 (60,20) A/C2380(A) = 6

p11 a774 (10,30) A/C774(A) = 4

p12 a873 (73,11) B/C873(B) = 5

p13 a2330 (54,10)
A/C2330(A) = 6
C/C2330(C) = 6

Initially, the robots will visit 10 sites to take surveillance measurements
during the monitoring mission. In Table 1, the geographical coordinates of the
task locations, the different measurements that need to be performed at each
site, and the basic costs associated with their execution are described. Such
costs correspond to the time required to move the robots and complete the
measurements. A measurement of a given type A,B or C can have a different
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cost at each site based on the severity of the risk. But, for simplicity, we assume
that the measurement costs do not depend on the robot that performs it.

In order to perform measurements, the agents of type r1 are equipped with
sensors for measurements A and B, while the agents of type r2 are equipped
with sensors for measurements A and C (Table 2).

Table 2: Types of robots

Sensor - A Sensor - B Sensor - C Operational cost Autonomy (TUs)

r1 ✓ ✓ 2 250
r2 ✓ ✓ 1 200

Based on the initial assignment, the system generates trajectories for
robots of type r1 (Figure 8):

Agent(TC, r1) = (p1,Ø) (p7, B) (p3, B) (p1,Ø) (p2, A) (p1,Ø) (p8, A) (p4, {A,B})
(p12, B) (p1,Ø),

(observe that s11 = p1, s
1
2 = p7 and so on), and for robots of type r2:

Agent(TC, r2) = (p1,Ø) (p13, {A,C}) (p7, C) (p1,Ø) (p8, C) (p5, {A,C})
(p10, A) (p4, C) (p9, {A,C}) (p1,Ø) (p11, A) (p6, C) (p1,Ø),

TC being the node where all terminal conditions are fulfilled. The optimal
solution is obtained by considering βl = 45 and βg = 60 with a total patrol
cost f∗ = 888 TUs. As part of this initial solution, the robots will start and
end their missions at the same site a431. Observe that, for autonomy reasons,
the robot of type r1 returns to the depot point to recharge its battery during
the mission.
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(a) Trajectory σr1 of the robot r1

(b) Trajectory σr2 of the robot r2

Fig. 8: Simulation results for the initial assignment

As the mission progresses, new events occur and an appropriate reassign-
ment solution is needed. In order to avoid too frequent repetitions of the
reconfiguration with respect to the progress of surveillance operations and to
ensure the successful execution of the dynamic mission, we consider the reas-
signment time ∆′

t = 12. Thus, new events are checked every 12 TUs. In our
context, two reassignment scenarios are considered.

• Scenario 1: new tasks occur as time is running;
• Scenario 2: one of the robots experiences a breakdown.

For the first scenario, consider that two tasks with different measurements
have appeared during the mission at time t = 78 TUs. Table 3 presents the
position of the new tasks and the related measurements.

To reassign tasks to robots, the system updates the set P by removing
the tasks that have already been performed and adding the new tasks. Let
us first refer to p11 and p21 as the cells where the robots r1 and r2 stay when a
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Table 3: New tasks

.

Site Address Position(x, y) Measurements/cost() in TUs

p14 a1135 (15,15) B/C1135(B) = 3

p15 a750 (30,10)
A/C750(A) = 4
B/C750(B) = 2

reconfiguration occurs. The obtained patrol after reassignment is as follows:

Agent′(TC, r1) = (p11,Ø) (p9, (A)) (p8, A) (p15, B) (p14, B) (p4, (A,B)) (p10, A)
(p1,Ø) (p12, B) (p1,Ø),

and

Agent′(TC, r2) = (p21,Ø) (p9, C) (p15, A) (p4, C) (p6, C) (p5, C) (p1,Ø)
(p11, A) (p1,Ø).

As presented in Figure 9, the robot trajectories Agent′(TC, r1) and
Agent′(TC, r2) start from the actual robot positions which are the cells where
they are located at the time of reassignment. In this example, r1 stays at
p21 = a342 (in the path between the sites p1 and p8) and r2 stays at p21 = a329
(in the path between the sites p1 and p8) when the reconfiguration occurs.
The reconfiguration computation is performed at t = 84 TUs.

In this case, the total patrol cost after reassignment increases to f∗ = 1091
TUs (obtained for βl = 45 and βg = 60), which reflects the cumulative time
for executing the initial solution before reassignment ( f∗

1 = 143 TUs) and
the cumulative time for executing the solution after reassignment ( f∗

2 = 948
TUs). Observe that another situation can occur when the robot is located on a
site and has not yet completed its measurements at the time of reassignment.
In this case, the new trajectory of the robot will start from this site and after
the robot has completed its tasks.
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(a) Trajectory σ′
r1 of the robot r1

(b) Trajectory σ′
r2 of the robot r2

Fig. 9: Reassignment for the first scenario

For the second scenario, we assume that the robot r2 failed at time t = 30
TUs, thus, the system computes a reassignment for another robot of type r2
assumed to be ready for use at the depot. The reassignment takes into account
all the remaining tasks in the mission and not only the tasks of the robot that
fails down. Consequently, the updating may also affects the trajectory of the
robot of type r1. Let us refer to p11 and p21 as the cell for where the robots
continue the mission after reconfiguration. In the simulation we can observe
that the robot r1 starts its new trajectory from its current position p11=a1084
at time t = 60 TUs and the new robot of type r2 starts its trajectory at the
depot p21=a641 (Figure 10). As a result of the reassignment, the following
patrol has been obtained with a cost of f∗ = 1031 TUs with f∗

1 = 100 TUs
and f∗

2 = 931 TUs (obtained for βl = 45 and βg = 60):

Agent”(TC, r1) = (p11,Ø) (p8, A) (p9, A) (p4, {A,B}) (p10, A) (p1,Ø) (p12, B)
(p1,Ø),
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and

Agent”(TC, r2) = (p21,Ø) (p8, C) (p11, C) (p5, {A,C}) (p6, C) (p1,Ø) (p4, C)
(p1,Ø) (p9, C) (p1,Ø).

(a) Trajectory σ′′
r1 of the robot r1

(b) Trajectory σ′′
r2 of the robot r2

Fig. 10: Reassignment for the second scenario

As expected we can note that reassignment increases the cumulative time
in both scenarios by comparison to the initial solution (of cumulative time of
f∗ = 888 TUs). The main reasons are that in the first scenario additional tasks
are considered whereas in the second scenario an additional agent is involved.
In spite of this increase, reassignment remains the most cost-effective solution
for resolving MRR problems in dynamic environments with respect to the
considered changes.
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7 Conclusion

This paper has presented a real time system to remotely and automatically
manage monitoring patrols in high risk industrial area. The system uses a
heuristic approach based on HFBS algorithm to deal with dynamic multi-robot
routing problems by executing a reassignment program periodically to take
into account all changes in the industrial environment during the surveillance
patrol. The proposed method was illustrated using different simulation scenar-
ios by considering the industrial port area of Fos-sur-mer in France as a case
study.

In future works, we discuss more deeply the choice of the cell size and
the impacts of such choice in the performance of the approach. It would also
be interesting to enhance the presented approach by combining distributed
methods and some learning approaches so as to reinforce smart communication
and coordination between robots, in which each robot can be considered as
a smart decision-making unit. For validation purpose, we aim to apply our
approach in a real context to test the efficiency of our system in hazardous
industrial areas. Additionally, we can improve our approach for performing
other critical missions, such as rescue missions, where agents must carry not
only sensors, but also resources that need to be transported and distributed
from origin to destination.
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