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QUANTITATIVE RECURRENCE FOR T, T−1 TRANSFORMATIONS

FRANÇOISE PÈNE AND BENOÎT SAUSSOL

Abstract. We are interested in the study of the asymptotic behaviour of return times
in small balls for the T, T−1-transformation. We exhibit different asymptotic behaviour
(different scaling, different limit point process) depending on the respective dimensions
of the measures of the two underlying dynamical systems. It behaves either as for the
direct product of the underlying systems, or as for the Z-extension of the driving system
(also studied in this article), or as a more sophisticated process.
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1. Introduction

Within the context of dynamical systems, quantitative recurrence forms a specific family
of limit theorems where one either wants to precise the distribution of entrance times to
certain regions of the phase space, or also to compute the time needed for an orbit to
come back close to its starting point. It has been studied mainly for finite measure
preserving transformations with good mixing properties. The typical situation is to obtain
an exponential law in the first case and a recurrence rate equal to the dimension of the
measure in the second case. We refer to the book [8] and references therein for a survey
of these results and the relation with extreme value theory.

In this work we consider a map which preserves a finite measure, but its mixing is not
strong enough to be treated by classical methods. Indeed its behavior has a lot to do
with an underlying deterministic random walk, an infinite measure preserving dynamical
system. The quantitative recurrence in the infinite measure case has been studied, among
the few works, by Bressaud, Zweimüller and the authors in [2, 9, 11, 12].

More precisely, we study the particular case of the generalized T, T−1-transformation,
which is known, since [19, p. 682, Problem 2] and [7], to be Kolmogorov but not loosely
Bernoulli. We will see that, depending on the measure dimensions of both dynamical
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2 FRANÇOISE PÈNE AND BENOÎT SAUSSOL

systems defining the T, T−1-transformation, the quantitative recurrence properties are
either analogous to those of mixing subshift of finite type, or to those of an infinite measure
preserving dynamical systems (Z-extension of a subshift of finite type), or some more
elaborate compound process.

Let us recall the definition of the generalized T, T−1-transformation. Let (X, f, µ) and
(Y, g, ν) be two ergodic probability measure preserving dynamical systems, where f (resp.
g) is a transformation acting on a relatively compact metric spaces X (resp. Y ), with g
invertible. For simplicity, we focus in this work on the case where (X, f, µ) is a mixing
subshift of finite type endowed with an equilibrium state of a Hölder potential. We endow
the product space Z := X ×Y with the product (sup) metric and denote all these metrics
by d. Let h : X → Z be a measurable centered function

∫
Y hdµ = 0. We define the

generalized T, T−1 transformation by

F (x, y) =
(
f(x), gh(x)(y)

)
.

This map preserves the product probability measure ρ := µ ⊗ ν. We denote by hn(x) =
h(x) + · · ·+ h(fn−1x). Note that

Fn(x, y) =
(
fn(x), ghn(x)(y)

)
. (1)

Our goal is to study fine (quantitative) recurrence properties of F , and more precisely to
study the return times of the orbit (Fn(x, y))n in a ball BZ

r (x, y) = BX
r (x)×BY

r (y) around
the initial point. To describe our results we suppose in this introduction that the system
(Y, g, ν) is also a mixing subshift of finite type endowed with an equilibrium measure of a
Hölder potential.

We will prove in Section 2 that the recurrence rate is given by min(2dµ, dρ), where
dm stands for the dimension of a measure m. We establish results of convergence in
distribution in Section 3. In the particular case where dµ < dν , we show in Section 3.1
how the first return time for F coincide with the first return time for the Z-extension of
(X, f, µ) by the cocycle h (dynamical system preserving an infinite measure), that has
been studied by Yassine in [20, 21]. This Z-extension consists in the dynamical system

(X × Z, F̃ , µ⊗m) with

F̃ : X × Z 	, F̃ (x, q) = (f(x), q + h(x)) , (2)

so that

∀n ∈ N
∗, F̃n(x, q) = (fn(x), q + hn(x)) ,

and where m denotes the counting measure on Z. Then, in Section 3.2, we study the return
time point process of F with the time normalization max((µ(BX

r (x)))2, ρ(BZ
r (x, y))) and

establish the convergence of this point process to:

• a standard Poisson process if dµ > dν , as if F was the direct product f ⊗ g :
(x, y) 7→ (f(x), g(y));

• a standard Poisson process taken at the local time at 0 of the limit Brownian

motion B of (h⌊nt⌋/
√
n)n if dµ < dν , as for the Z-extension F̃ (the result for F̃

will be proved in Section 5);
• a sum of Poisson processes of parameter a taken at the local time of B at some
random points given by an independent Poisson process of parameter b, if dµ = dν
(the couple of parameters (a, b) may be random, its distribution can then be
explicitely computed).
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In Section 4 we prove Theorem 3.3, the core approximation of the moments of our
hitting point process. In Section 5 we prove the convergence, stated in Theorem 3.10, of

the point process of the Z-extension F̃ .
Finally the appendix contains results about the moments of the limiting processes dis-

cussed above.

2. Recurrence rate

We define, for z = (x, y) ∈ Z and r > 0, the first return time τr = τFr in the r-th
neighbourhood of the initial point, i.e.

τr(z) = τFr (z) := inf{n ≥ 1: d(Fn(z), z) < r}.
The first quantity we want to consider is the pointwise recurrence rate defined by

R(z) = RF (z) = lim
r→0

log τr(z)

− log r
,

when it exists, otherwise we define R with a limsup and R with a liminf. We define the
pointwise dimension dµ(x) (resp. dν(y)) of µ at x (resp. ν at y) as

dµ(x) := lim
r→0

log(µ(BX
r (x)))

− log r
and dν(y) := lim

r→0

log(ν(BY
r (y)))

− log r
,

setting BX
r (x) and BY

r (y) for the balls of radius r respectively around x in X and around
y in Y . In this paper we assume that the pointwise dimensions exist a.e. and are constant,
in particular they are equal then to the Hausdorff dimension of the measures dµ and dν .

It was proven in [17] that the upper recurrence rate is bounded from above by the
pointwise dimension. Namely, for ρ-a.e. z = (x, y) one has

R(z) = R
F
(z) = lim

r→0

log τr(z)

− log r
≤ dρ = dµ + dν , (3)

We write τ fr and τ gr for the respective first return times of f and g in the ball of radius
r around the original point. With these notations, the ball BZ

r (x, y) of radius r around
(x, y) in Z is BX

r (x)×BY
r (y) and

τr(x, y) = inf
{
n ≥ 1 : fn(x) ∈ BX

r (x), ghn(x)(y) ∈ BY
y (y)

}
.

Whenever the random walk hn returns to the origin it produces an exact return for the
second coordinate since g0 = id. Therefore the study of the recurrence of the whole system

may be estimated via the one of the Z-extension (X × Z, F̃ , µ⊗ m). Indeed,1 one has for
any (x, y) ∈ Z and any r < 1,

τr(x, y) ≤ τ F̃r (x) = inf
{
n ≥ 1 : fn(x) ∈ BX

r (x), hn(x) = 0
}
,

which immediately gives the

Proposition 2.1. The upper recurrence rate for F is bounded from above by the one of

the Z-extension F̃

R
F
(x, y) := lim

r→0

log τr(z)

− log r
≤ R

F̃
(x, 0) := lim

r→0

log τ F̃r (x, 0)

− log r
for µ-a.e. x and any y.

1noticing that τ F̃r (x, q) does not depend on q ∈ Z



4 FRANÇOISE PÈNE AND BENOÎT SAUSSOL

The latter was studied by Yassine [20]. She proved that when X is a mixing subshift
of finite type endowed with an equilibrium measure associated to an Hölder potential and
when h is continuous2, then for µ-a.e. x ∈ X

lim
r→0

log τ F̃r (x, 0)

− log r
= 2dµ. (4)

Combining Proposition 2.1 and (4) we obtain in this setting that for ρ-a.e. z

R
F
(z) ≤ 2dµ. (5)

When dµ < dν , and under some hypotheses that we will describe later, this bound is
optimal. However, the returns to the origin of the random walk hn are quite sparse, and
the first return of the whole system may happen much before. This is what happens when
dµ > dν where (3) becomes optimal, again under the same hypotheses that we describe
now.

Throughout the rest of this section we will make the following assumption.

Hypothesis 2.2. (A) The system (X, f, µ) is a one-sided mixing subshift of finite
type with finite alphabet A, endowed with and equilibrium measure µ with respect
to some Hölder potential.

(B) The system (Y, g, ν) is a two-sided mixing subshift of finite type with finite alphabet
A′, endowed with an equilibrium measure µ with respect to some Hölder poten-
tial, or more generally it has super-polynomial decay of correlations on Lipschitz
functions3 and Y has finite covering dimension4 as in [17].

(C) The step function h is Lipschitz and µ-centered.

Let λX > 0. We use the notations Cm(x) for the cylinder5 of generation m (also called
m-cylinder) containing x and Cm for the set of the m-cylinders of X. We endow X with
the ultrametric d(x, x′) = e−λXn where n is the largest integer such that xi = x′i for all
i < n. We call it the metric with Lyapunov exponent λX . The cylinder Cm(x) and the
open ball BX(x, r) are equal when m = ⌊−1

λX
log r⌋. Recall that the Hausdorff dimension

of µ is the ratio of the entropy hµ and the Lyapunov exponent λX : dµ = hµ/λX > 0, and
dρ = dµ + dν .

Theorem 2.3. Assume Hypothesis 2.2. Then the lower recurrence rate is equal to the
dimensions :

RF (z) = min(2dµ, dρ) for ρ-a.e. z.

Before proving this result, we will state some notations and useful intermediate results.
It follows from (1) that, for a point z = (x, y) we have the obvious equivalence

d(Fn(z), z) < r iff

{
d(fn(x), x) < r

hn(x) ∈ Gr(y) :=
{
k ∈ Z : d(gky, y) < r

} . (6)

2Since h has integer values, this implies that h is locally constant and takes a finite number of values.
3Actually, we just use the fact that Rg(y) = R(g−1)(y) = dν for ν-almost every y ∈ Y and that

there exists K > 0 and r1 > 0 such that, for any r ∈]0; r1[, any y ∈ Y and any k ≥ r−dν+ε,
ν
(

BY2r(y) ∩ g
−k(BY2r(y))

)

≤ Kν(BYr (y))2.
4meaning that there exists M such that for each r > 0 there exists a cover of Y by r-balls with

multiplicity at most M , e.g. Y is a subset of euclidean space.
5Cm(x) is here the set of x = (x′

k)k∈Z such that x′
k = xk for all k = 0, ..., m.
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We will apply a version of the local limit theorem [9] (see [21] for the precised error
term); quantifying the so-called mixing local limit theorem (See e.g. [5]). Let us write Fm
for the σ-algebra of sets made of union of cylinders of generation n.

Proposition 2.4. Assume Hypothesis 2.2. There exists C > 0 such that, for any positive

integers n,m satisfying m ≤ 3n, and for any A ∈ Fm and any B ∈ σ
(⋃

k≥0 f
−k(Fk+m)

)
,

∣∣∣∣µ ({x ∈ A,hn(x) = k, fn(x) ∈ B})− µ(A)µ(B)

σ
√
2nπ

exp

(
− k2

2σ2n

)∣∣∣∣ ≤ µ(A)µ(B)C
m

n
.

A measurable set B is in σ
(⋃

k≥0 f
−k(Fk+m)

)
if there exists a measurable function

f0 : AN → {0, 1} (whereA is the alphabet of the subshiftX) such that 1B(x) = f0(xm, ....).

Lemma 2.5. Assume Hypothesis 2.2 and dν > 0. For any ε > 0, any decreasing family
(Nr)r>0 of positive integers, for ν-a.e. y ∈ Y , for any r > 0 sufficiently small

#(Gr(y) ∩ [−Nr, Nr]) ≤ 1 + 2Nr/2r
dν−2ε,

where Gr(y) is the set defined in (6).

Proof. Note that k = 0 ∈ Gr(y). For non zero k, it suffices to estimate the number of
positive k in the set, and then to apply the same estimate to g−1, which still satisfies our
assumption, to get the result for negative k. By assumption (B) on g and [17], the lower
recurrence rate satisfies Rg(y) = dν for ν-a.e. y ∈ Y . Let ε > 0 and set

Y r0
ε =

{
y ∈ Y : ∀r < r0, d(g

k(y), y) ≥ r for 1 ≤ k < r−dν+ε and ν(BY
2r(y)) ≤ rdν−ε

}

Since ν(Y r0
ε ) → 1 as r0 → 0, it suffices to prove the results for y ∈ Y r0

ε . Let y0 ∈ Y
and r < r0. Set B = BY

2r(y0). When y ∈ BY
r (y0) and d(gky, y) < r we have gky ∈ B.

Moreover, if y ∈ Y r0
ε this does not happen if k < r−dν+ε. Therefore, by Markov inequality

ν
(
y ∈ BY

r (y0) ∩ Y r0
ε : #{k = 1..Nr : d(g

k(y), y) < r} > L
)
≤ 1

L

∑

r−dν+ε≤k≤Nr
ν(B ∩ g−kB).

(7)
By assumption6, for such k we have

ν(B ∩ g−kB) ≤ 2ν(B)2.

Taking a finite cover of Y r0
ε by balls of radius r of multiplicity at most M shows that

ν(y ∈ Y r0
ε : #Gr(y) ∩ [1, Nr] > L) ≤ 2M

Nr

L
rdν−ε = O(rε),

choosing L = Nrr
dν−2ε. The result follows from the Borel Cantelli lemma, summing up

over rm = 2−m and then using the monotonicity of Nr. �

We follow the proof in [9], using the extra information about the growth rate of hn
given by the law of iterated logarithm.

Proof of Theorem 2.3. By (3) and (5) we only need to prove a lower bound.
We assume that dν > 0. Let ε > 0 and Kε = Km0,n0

ε be the set of points x ∈ X
such that ∀m ≥ n0, µ(Cm(x)) ≤ e−m(hµ−ε) and ∀n ≥ n0, |hn(x)| ≤ (1 + ε)σ

√
n log log n.

The Shannon-McMillan-Breiman theorem and the law of iterated logarithm ensures the

6This follows from ψ-mixing when (Y, g, ν) is a SFT with an equilibrium state; otherwise it follows by
approximation of indicator function of balls by Lipschitz functions as in [17].
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existence of m0 and n0 such that µ(Km0,n0
ε ) ≥ 1− ε. Let N = Nn = (1 + ε)σ

√
n log log n.

We fix now m such that m := ⌊− 1
λX

log r⌋.
First note that for any y ∈ Y

µ ({x ∈ Kε, d(F
n(x, y), (x, y)) < r}) ≤

∑

Cm :Cm∩Kε 6=∅
µ
(
{x ∈ Cm ∩ f−nCm, hn(x) ∈ Gr(y)}

)
.

(8)
By Proposition 2.4, for any k ∈ Z, the quantity

µ
(
{x ∈ Cm ∩ f−nCm, hn(x) = k}

)
(9)

is the sum of a main term

µ(Cm)
2 1

σ
√
2nπ

exp

(
−−k2
σ2n

)
≤ cµ(Cm)

2n−1/2 (10)

and of an error term bounded in absolute value by

µ(Cm)
2m

n
. (11)

Summing the main contribution (10) among all m-cylinders intersecting Kε and all integer
k ∈ [−Nn, Nn] such that d(gky, y) < r gives, using Lemma 2.5 (r and n will be linked
later), that for ν-a.e. y, provided r is small enough

Eεn(y, r) :=
∑

k∈[−Nn,Nn]

∑

Cm :Cm∩Kε 6=∅
cµ(Cm)

2n−1/2

≤ cehµ−εrdµ−ε/λXn−1/2

(
1 +

m√
n

)
#{k ∈ [−Nn, Nn] : d(g

ky, y) < r}

≤ cehµ−εrdµ−ε/λX
(
1 +

| log r|
λX

√
n

)
1 + rdν−2ε

√
n log log n√
n

.

If dµ ≤ dν , we take rn = n
− 1

2dµ−κε with κ = max(6, 3/λX ). The term in the numerator
goes to one as n→ ∞ therefore the whole term is bounded with

Eεn(y, rn) = O(r
dµ−ε/λX
n n−1/2) = O(n

− dµ−ε/λX
2dµ−κε − 1

2 )

which is summable in n.

If dµ ≥ dν we take rn = n
− 1
dµ+dν−κε with κ = 3 + 1/λX . We get a bound

Eεn(y, rn) = O
(
r
dµ+dν−(1/λX+2)ε
n

√
log log n

)
,

which is again summable in n.
In both cases the error term is negligible with respect to the main term, therefore by

Borel Cantelli lemma we conclude that for ρ-a.e. z ∈ Z, d(Fnz, z) ≥ rn eventually.
Letting ε→ 0 ends the proof of Theorem 2.3 when dν > 0.
In the case where dν = 0, by [17] we have for ρ-a.e. (x, y)

dµ = Rf (x) ≤ RF (x, y) ≤ RF (x, y) ≤ dµ

by (3), which proves the equality. �
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3. Convergence in distribution

We still consider the case where (X, f, µ) is a mixing subshift of finite type. We will first
state in Section 3.1 a result of convergence in distribution (Proposition 3.1) for the first
return time in the particular case where7 ν(BY

r ) ≪ µ(BX
r ). This first convergence result

will appear as a consequence of Yassine’s convergence result for τ F̃r established in [20]. In
a second time, in Section 3.2, we will study the asymptotic behavior of the point process
of visits to small balls. When8 ν(BY

r ) ≪ µ(BX
r ) we will retrieve a result analogous to

Proposition 3.1. But we will also highlight other behaviors when µ(BX
r ) ≪ ν(BY

r ) or
µ(BX

r ) ≈ ν(BY
r ). The normalization will be given by

nr(x, y) := 1/max
(
µ(BX

r (x))2, ρ(BZ
r (x, y))

)
.

3.1. Study of the first return time when ν(BY
r ) ≪ µ(BX

r ). Then we set nr(x, y) =
(µ(BX

r (x)))−2.

Proposition 3.1. Assume (X, f, µ) is a mixing two-sided subshift of finite type and that
h is bounded Hölder continuous, that ν(BY

r ) ≪ µ(BX
r ) in ρ-probability and that9

lim
ε→0

lim
r→0

ν(ν(BY
r )τ

g
r < ε) = lim

ε→0
lim
r→0

ν(ν(BY
r )τ

g−1

r < ε) = 0 .

Then (µ(BX
r (·))2τFr )r converges in distribution, as r → 0 to σ2E2/N 2, where E and N are

standard exponential and Gaussian random variable mutually independent, and where σ2

is the asymptotic variance of (hn/
√
n)n.

Proof. Let ε > 0 and η > 0. Set Dr,η := {ν(BY
r (·)) ≤ ηµ(BX

r (·))}. Furthermore,

ρ

(
sup
k≤nr

|hk| > ε/ν(BY
r (·)), Dr,η

)
≤ ρ

(
sup

k≤η2(ν(BYr (·)))−2

|hk| > ε/ν(BY
r (·))

)

≤
∫

Y
µ

(
sup

k≤η2(ν(BYr (y)))−2

|hk| > ε/ν(BY
r (y))

)
dν(y) , (12)

which converges to P(ηW > ε) as r → 0 since supk≤η2n
|hk|√
n

converges to ηW (where

W = σ sup[0;1] |B|, B being a standard Brownian motion). Let

Ωr,ε :=

{
min(τ gr , τ

g−1

r ) > ε/ν(BY
r (·)), sup

k≤nr
|hk| ≤ ε/ν(BY

r (·))
}
.

On Ωr,ε, for all n = 1, ..., nr,

[d(fn(x), x) < r, d(ghn(x)(y), y) < r] ⇔ [hn(x) = 0, d(fn(x), x) < r] .

Thus, on Ωr,ε,

τFr (x, y) = τ F̃r (x) := inf {n ≥ 1 : hn(x) = 0, d(fn(x), x) < r} .

7Throughout this article, the notation ar ≪ br means that ar = o(br), i.e. that ar is negligible with
respect to br as r → 0.

8The notation ar ≪ br means that ar = o(br) as r → 0.
9This happens, e.g. if (ν(BYr )τ

g
r )r and (ν(BYr )τ

g−1

r )r both converge, as r → 0, to some random variable
with no atom at 0.
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But Yassine proved in [20] that, when (X, f, µ) is a subshift of finite type, then (µ(BX
r (·))2τ̃r)r

converges in distribution, with respect to µ (and so to ρ) as r → 0, to E2/N 2. We conclude
as follows. For all t > 0,

lim
r→0

∣∣ρ((µ(BX
r (·))2τFr > t)− P(E2/N 2 > t)

∣∣

≤ lim
r→0

[
ρ(Ωcr,ε) +

∣∣ρ(Ωr,ε, (µ(BX
r (·))2τFr > t)− P(E2/N 2 > t)

∣∣] |

≤ lim
r→0

[
2ρ(Ωcr,ε) +

∣∣∣ρ((µ(BX
r (·))2τ F̃r > t)− P(E2/N 2 > t)

∣∣∣
]

≤ 2 lim
r→0

ρ(Ωcr,ε) .

Moreover, it follows from the convergence of (12) that, for all ε, η,

lim
r→0

ρ(Ωcr,ε) ≤ lim
r→0

[ν(τ gr ≤ ε/ν(BY
r )) + ν(τ g

−1

r ≤ ε/ν(BY
r )) + ρ(Dc

r,η)] + P(W > ε/η)

≤ lim
r→0

[ν(τ gr ≤ ε/ν(BY
r )) + ν(τ g

−1

r ≤ ε/ν(BY
r ))] + P(W > ε/η)

We end the proof of Proposition 3.1 by taking limε→0 limη→0. �

3.2. Study of the point process in the general case. We are interested in the study
of the asymptotic behavior of the point process generated by visits to the ball BZ

r (x, y) =
BX
r (x)×BY

r (y), i.e.

Nr(z) =
∑

n∈N :Fn(z)∈BZr (z)

δn/nr . (13)

To this end, we will consider moments of the multivariate variable (Nr([tv−1; tv]))v . To
simplify the exposure of our proofs, we have chosen to restrict our study to the following
case.

Hypothesis 3.2. We assume that

(I) The system (X, f, µ) is a one-sided mixing subshift of finite type and µ is an
equilibrium state of a (normalized) Hölder potential10

(II) The system (Y, g, ν) is a two-sided mixing subshift of finite type and the measure
ν is an equilibrium state of a Hölder potential, or, more generally, it satisfies
the following condition: For all integers J,K such that 2 ≤ J ≤ K, there exists
α ∈ (0; 1) and c0 ≥ 1 such that, for all integers ℓ1 < ... < ℓK and all y ∈ Y , the
following holds true11

ν




K⋂

j=1

g−ℓj (BY
r (y))


 =

(
1 +O(αℓJ−ℓJ−1−c0 log r)

)
ν



J−1⋂

j=1

g−ℓj (BY
r (y))


 ν




K⋂

j=J

g−ℓj (BY
r (y))


 ,

uniformly in (r, y, ℓ1, ..., ℓK).
(III) The µ-centered function h is constant on 0-cylinders with asymptotic variance

σ2 := limn→+∞
Eµ[h2n]
n ,

10In particular the ball BXr (x) corresponds to the | log r|-cylinder containing x, i.e. to the set of points
(yk)k∈Z such that yk = xk for all non-negative integer k ≤ | 1

λX

log r|.
11Note that for mixing subshifts of finite type this assumption holds also true if we replace the 2-sided

cylinders BYr (y) = {z : zk = yk, ∀|k| ≤ | 1
λY

log r|} by the one-sided cylinders {z : zk = yk, ∀k =

0, ..., ⌊| 1
λY

log r|⌋}.
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(IV) The function h is non-arithmetic, i.e. h is not cohomologous in L2(µ) to a sub-
lattice valued function.

Under these assumptions, we know that (h⌊nt⌋/
√
n)n≥1 converges in distribution, as

n → +∞, to a centered Brownian process B of variance σ2. Let (Lt(x))t≥0,x∈R be a
continuous compactly supported version of the local time of B, i.e. (Lt(x))t,x satisfies

∫

R

f(x)Lt(x) dx =

∫ t

0
f(Bs) ds ,

i.e. Lt is the image measure of the Lebesgue measure on [0; t] by the Brownian motion B.
Recall that

nr = nr(x, y) = min
(
(µ(BX

r (x)))−2, (µ(BX
r (x))ν(BY

r (y)))
−1
)
.

We define αr(x, y) := nr(x, y)µ(B
X
r (x))2 and βr(x, y) := nr(x, y)ρ(B

Z
r (x, y)). Note that

(αr(x, y), βr(x, y)) =





(
1, ν(B

Y
r (y))

µ(BXr (x))

)
if µ(BX

r (x)) > ν(BY
r (y))(

µ(BXr (x))
ν(BYr (y))

, 1
)

otherwise
. (14)

Let us now state our key result that will be proved in Section 4.

Theorem 3.3. Assume Hypothesis 3.2. Let K be a positive integer and m = (m1, ...,mK)
be a K-uple of positive integers and let (t0 = 0, t1, ..., tK) be an increasing collection of
nonnegative real numbers. There exist C > 0 and u > 0 such that, for every (x, y) ∈ X×Y ,
∣∣∣∣∣Eρ

[
K∏

v=1

Nr(]tv−1, tv])
mv

∣∣∣∣∣B
Z
r (x, y)

]
− E

[
K∏

v=1

(
Z(x,y)
r (tv)−Z(x,y)

r (tv−1)
)mv

]∣∣∣∣∣

≤ C
(
| log r|3m+m

(
µ
(
τ f
BXr (x)

≤ | log r|3m
∣∣∣BX

r (x)
)
+ ν

(
τ g
BYr (y)

≤ | log r|3m
∣∣∣BY

r (y)
)

(15)

+e−u
√− log r + r

m2

2 +
log nr√
nr

)
+ | log r|− 1

2 + ε0(| log r|2/nr)
)
, (16)

with m = |m| = m1 + · · · +mK , ε0 bounded, continuous, vanishing at 0, and with

Z(x,y)
r = Zαr(x,y),βr(x,y) ,

where Z0,1 is a standard Poisson process and where, for all α ∈ (0, 1] and all β ∈ [0; 1],

Zα,β(t) =
∫

R

P ′
s(Lt(s)) d(δ0 + P)(s) , (17)

where P, B and (P ′
s) are mutually independent, B being a Brownian motion of variance σ2

and of local time L, (P ′
s)s∈R being a family of independent homogeneous Poisson processes

with intensity
√
α and P being a two-sided Poisson process with intensity β/

√
α.

Remark 3.4. Observe that Z1,0(t) = P ′
0(Lt(0)). Furthermore, we will see in Appendix A

that the moments E

[∏K
v=1 (Zα,β(tv)−Zα,β(tv−1))

m′
v

]
are continuous in (α, β).

Corollary 3.5 (Conditional convergence in distribution). Assume the assumptions and
keep the notations of Theorem 3.3. Suppose that (x, y) ∈ X × Y is such that the limit

lim
r→0

(αr(x, y), βr(x, y)) =: (α, β)
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exist and all the error terms of Theorem 3.3 satisfy (15)+ (16) = o(1) as r → 0. Then Nr

converges in distribution for the vague convergence12 as r → 0, with respect to ρ(·|BX
r (x)×

BY
r (y)), to Zα,β defined in (17).

Proof. It follows from Theorem 3.3 that the moments of any linear combination of the
coordinates of multivariate variables

Xr := (Nr(]tv−1, tv]))v=1..K (18)

converges to those of X0 := (Zα,β]tv−1, tv])v=1..K .
Note that ‖X0‖∞ ≤ Zα,β([t0, tK ]) =: Y , which is a random variable with Poisson

distribution with random parameter bounded by c(1+ |N |) where N is a standard normal
random variable. The convergence in distribution of Xr (an thus of the process Nr itself
by convergence of its finite dimensional distributions) will follow from the multivariate
Carleman’s criterion (See Lemma A.4) provided

∑

m≥1

E[Y m]−
1
m = ∞ .

It follows from Lemma A.1 (with the notations therein) that, for m ≥ 1,

E[Y m] =

m∑

q=1

S(m, q)cq
q∑

k=0

(
n

k

)
Γ(1 + 1

2)
k

Γ(1 + k
2 )

≤ (
√
π/2)m

m∑

q=1

S(m, q)(2c)q

≤ (2(1 + c)
√
π/2)mmm ,

since Γ(1 + 1
2 ) =

√
π/2, Γ(1 + k

2 ) ≥ 1 and
∑q

k=0

(q
k

)
= 2q, and finally since the number

of partitions of {1, ...,m} in non-empty sets is dominated by the number of its self maps
mm. Thus ∑

m≥1

E[Y m]−
1
m ≥

∑

m≥1

(2m(1 + c)
√
π/2))−1 = +∞ .

This implies the convergence of the finite distributions, which, combined with the conver-
gence of their moments, implies the convergence in distribution in the space of positive
measure endowed with the vague convergence (due to [16, Proposition 3.22]). �

Theorem 3.6. Assume Hypothesis 3.2, that both systems are SFT (either with 2-sided or
1-sided cylinders), and that the error terms (15) + (16) of Theorem 3.3 converge to 0 in
ρ-probability.

Assume furthermore that (αr, βr) converges in distribution, under ρ, to some random
variable with law η.

Then Nr converges in distribution, with respect to ρ for the vague convergence, as r → 0,
to the point process Zπ where π is a random variable independent of the Zα,β’s and with
distribution η. Namely

E[φ(Zπ)] =
∫

[0,1]2
E [φ(Zα,β)] dη(α, β) ,

for all bounded continuous function φ defined on the space of measures on (0,+∞).

12See e.g. [16] for this convergence. Recall that this convergence implies also the convergence in distri-
bution of (Nr([0; t]))t∈[0;T ] (seen as a càdlàg process) for the J1-metric (see [6]).
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In particular, if π is a.s. constant equal to (α, β) then Nr converges in distribution, as
r → 0 and with respect to ρ, to Zα,β defined in (17).

Proof. Fix some K and (tv)’s as in Theorem 3.3. We will apply the multivariate moments
Lemma A.4 to prove the convergence in distribution

Xr = (Nr([tv−1, tv]))v=1..K −→
r→0

X0 := (Zπ([tv−1, tv]))v=1..K .

The Carleman’s criterion holds as in the proof of Corollary 3.5.
For any multi-index m′ = (m′

1, . . . m
′
K) and r > 0 denote the corresponding error term

in Theorem 3.3 by ǫ
(m′)
r (z) := (15) + (16). By assumption ǫ

(m′)
r → 0 in probability as

r → 0. Set ∆
(d)
r := max|m′|≤d ǫ

(m′)
r . We still have ∆

(d)
r → 0 in probability as r → 0.

Therefore, for all d ≥ 1, there exists rd ∈ (0; 1] (take the largest one) such that

∀r ∈]0; rd[, ρ(∆(d)
r > d−1) < d−1.

The sequence (rd)d is decreasing.

If it converges to some value r∞ > 0, this means that, for all r ∈]0; r∞[ and all d, ρ(∆
(d)
r >

d−1) < d−1, and so that ρ(∆
(∞)
r > d−1) < d−1, so that ∆

(∞)
r = 0 a.s. and we can take

Ωr = {∆(∞)
r = 0}. If (rd)d converges to 0, then, for any d ≥ 1 and any r ∈]rd+1; rd], we

set

Ωr :=

{
∆(d)
r ≤ 1

d

}
.

We notice that ρ(Ωr) → 1 as r → 0.
Let m′ and set m = |m′| as in Theorem 3.3. For (α, β) ∈ [0, 1]2, set G(α, β) :=

E[
∏K
v=1 Zα,β(]tv−1, tv])

m′
v ].

We partition the space X×Y by balls BZ
r of radius r, noticing that Ωr is a finite union

of such balls and that αr and βr are constants on these balls and get

Eρ(

K∏

v=1

(Nr(]tv−1; tv ]))
m′
v1Ωdr ) =

∑

BZr : BZr ⊂Ωr

ρ(BZ
r )Eρ

[
K∏

v=1

(Nr(]tv−1; tv]))
m′
v

∣∣∣∣∣B
Z
r

]

=

∫

Ωr

G(αr(B
Z
r ), βr(B

Z
r ))dρ+O(sup

Ωr

∆(m)
r )

−→
r→0

∫

[0,1]2
G(α, β)dη(α, β) = E

[
K∏

v=1

(Zπ(]tv−1; tv]))
m′
v

]
,

by the convergence in distribution of (αr, βr) and the continuity and boundedness of F
(coming from Lemmas A.1 and A.3). �

Corollary 3.7. Assume Hypothesis 3.2, that both systems are SFT (f one-sided, g 2-
sided) with equilibrium states of Hölder potentials. Let λY > 0 and endow Y with the
metric (resp. pseudo metric) with Lyapunov exponent λY , so that BY

r are two-sided (resp.
one-sided) cylinders; Set d = 2 (resp. d = 1). Then in the following cases, Nr converges
in distribution to the random process Zπ, where the random parameter π is equal to

(a) π = (1, 0) a.s. if 0 < dµ < dν ;
(b) π = (0, 1) a.s. if dµ > dν > 0;
(c) π = (1, 0) or (0, 1) with probability 1/2 if dµ = dν > 0 and if at least one of the

measures is not of maximal entropy;
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(d) π is a discrete random variable supported on (0, 1]2 if dµ = dν, λX = λY and
both measures are of maximal entropy13. In particular, if f and g are two full
shifts with uniform distribution (on sets of respectively Ld and L elements), then
π = (L1−d, 1).

The remaining case (d) with λX 6= λY will be considered in Remark 3.8 below.

Proof. To apply Theorem 3.6 we first show that the error terms (15) and (16) go to zero.
Let 0 < γ < dimH µ = hµ. Given r > 0, a summation over balls BX

r allows to get
∑

BXr

µ(BX
r )µ

(
τ f
BXr

≤ | log r|3m
∣∣∣BX

r

)
≤ µ(τ fr ≤ r−γ) = o(rα),

by the large deviation estimates for return time proven in [3], for some α > 0 and all r
sufficiently small. The same arguments apply to the error term involving τ gr . Therefore
the error terms go to zero in L1

ρ, hence in probability.
By the existence of the pointwise dimension we have ρ− a.e. (x, y)

1

log r
log

µ(Br(x))

ν(Br(y))
−→
r→0

dµ − dν .

Using (14) we get in the first case (a) that (αr, βr) −→
r→0

(1, 0) a.s., and in the second case

(b), (αr, βr) −→
r→0

(0, 1) a.s.

Suppose that dµ = dν and that at least one of the measures is not of maximal entropy.

Let kXr = ⌊−1
λX

log r⌋ and kYr = ⌊−1
λY

log r⌋. Then for φµ and φν the respective normalized

potentials we have

1√
| log r|

log
µ(BX

r (x))

ν(BY
r (y))

=
1√
kXr

kXr∑

j=0

[φµ(f
jx) + hµ]−

1√
kYr

kYr −1∑

j=(1−d)kYr

[φν(g
ky) + hν ] + o(1),

since kXr hµ − dkYr hν = O(1). By the central limit theorem (for f and g) these normalized
Birkhoff sums converge in distribution under the product measure ρ to a sum S of two
centered (since

∫
φµdµ = −hµ and

∫
φνdν = −hν) independent gaussian random variables,

with at least one of them of nonzero variance (otherwise both potentials are cohomologous
to a constant and each measure has maximal entropy). Hence the variance of S is positive.
Therefore, removing the normalization, the ratio of the measures converges in distribution
to the uniform law on {−∞,+∞}, proving the result in the third case (c).

In the last case (d), the two measures are the Parry measure. Let AX and AY denote
the transition matrices of the subshifts. Denote by uX , vX and uY , vY their left and
right positive eigenvectors, associated to the maximal eigenvalues ehµ , ehν . We fix the
normalization uX · vX = 1 and uY · vY = 1. Dropping the dependence on r we denote by
k the common value of kXr = kYr (since λX = λY ). The measure of a cylinder is known
to be equal to µ([a0a1 . . . ak]) = uXa0v

X
ak
e−khµ and similarly for ν. Thus the distribution of

the ratios

µ([a0 . . . ak])

ν([b−k . . . bk])
=

uXa0v
X
ak

uYb−kv
Y
bk

if d = 2 and
µ([a0 . . . ak])

ν([b0 . . . bk])
=
uXa0v

X
ak

uYb0v
Y
bk

if d = 1 (19)

13The two measures are thus Markov. The limit distribution π is explicitly computed in terms of the
stationary vector at the end of the proof of Corollary 3.7.
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is given by the discrete measure
∑

a,a′,b,b′

µ([a]∩f−k[a′])ν([b]∩g−dk[b′])δuXa vXa′
uY
b
vY
b′

−→
k→∞

∑

a,a′,b,b′

uXa v
X
a u

X
a′v

X
a′u

Y
b v

Y
b u

Y
b′v

Y
b′ δuXa vXa′

uY
b
vY
b′

=: η∗,

by mixing. The limiting distribution η is obtained by the continuous mapping theorem,
applying the map Φ: λ 7→ (1, λ−1)1λ>1 + (λ, 1)1λ≤1 to the distribution η∗.

In the particular case of two full shifts, µ([a0...ak ])
ν([b−k...bk])

= L−2(k+1)

L−(2k+1) = L−1 if d = 2 and
µ([a0...ak ])
ν([b0...bk ])

= L−k−1

L−k−1 = 1 if d = 1. �

Remark 3.8. In the case when dµ = dν and both measures are of maximal entropy but
λX 6= λY , the random parameter does not converge. Indeed, the computations in the proof
of (d) can be rewritten with kX and kY defined as in the proof of (b). However, the entropic
part in the expression of the measure of the cylinders do not cancel completely, so that in
front of the ratio of the measures (19) a deterministic prefactor

ζr := exp

[
−
(
⌊− log r

λX
⌋λX − ⌊− log r

λY
⌋λY

)
hµ
hν

]

subsists. Note that if λX and λY are rationally free, the accumulation points of ζr as r → 0
is the whole interval [e−dhν , ehµ ]. Proceeding as in the proof of case (d), we conclude that
Nr is asymptotic to Zπr , where the parameter πr is distributed as the image of η∗ by the
continuous map Φ(ζr·).
Remark 3.9. Under the assumptions of the previous corollary, if ν(BY

r ) ≪ µ(BX
r ) in

ρ-probability, we retrieve the conclusion of Proposition 3.1. Indeed

τFr = inf{t > 0 : P(Lt(0)) ≥ 1} = inf{t > 0 : Lt(0) ≥ E} = T
(0)
E

where E := inf{u > 0 : P(u) ≥ 1} has exponential distribution of parameter 1 and

T
(0)
u := inf{t > 0 : Lt(0) ≥ u} which has the same distribution as σ2u2N−2 where

N is a standard gaussian random variable (see e.g. [15]) combined with the fact that
Lt(0) = L′

t(0)/σ where L′ is the local time of the standard Brownian motion B/σ.

We end this section by stating a result that ensures that the limit process of Nr when

ν(BY
r ) ≪ µ(BX

r ) coincide with the limit of the analogous time process Ñr of return times

of the Z-extension F̃ to the origin. This point process is given by

∀x ∈ X, Ñr(x) =
∑

n∈N : F̃n(x,0)∈BXr (x)×{0}

δnµ(BXr (x))2 , (20)

where F̃ has been defined in (2). We will prove in Section 5 the next result about the

asymptotic behaviour of Ñr as r → 0.

Theorem 3.10. The family of point processes (Ñr)r>0 converges in distribution to Z1,0,
as r → 0, for the vague convergence, with respect to both µ(·|BX

r (x)) and µ.

4. Approximation of moments of the hitting process

We prove here Theorem 3.3. Let P be the transfer operator of (X, f, µ), i.e.

∀G,H ∈ L2(µ),

∫

X
P (G).H dµ =

∫

X
G.H ◦ f dµ .

The following results come from Fourier perturbations u ∈ C, w 7→ Pu(w) := P (eiuhw) of
the transfer operator P acting on the Banach space Bθ of θ-Hölder continuous functions
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endowed with the norm ‖w‖ := |w|θ + ‖w‖1 where |w|θ := inf{K > 0: ∀n, varn(w) ≤
Kθn}, where varn(w) is the maximal variation of w on a n-cylinder, that is

varn(w) := sup
x,y∈X:x0=y0,...,xn=yn

|w(x) − w(y)| .

We recall that Pnu (w) = Pn(eiuhnw), using again the notation hn :=
∑n−1

k=0 h ◦ fk.
Proposition 4.1. Assume Hypothesis 3.2. There exist three positive numbers δ, c′ and
α < 1 and three continuous functions u 7→ λu ∈ C, u 7→ Πu ∈ L(B) and u 7→ Nu ∈ L(B)
defined on {z ∈ C : |z| ≤ δ} such that

(i) for |u| < δ, P kuw = λkuΠu(w) +Nk
u (w) with ‖Nk

u (w)‖ ≤ c′αk‖w‖,
λu = 1− σ2

2 u
2+O(u3) = e−

σ2

2
u2+O(u3),

∣∣∣log(λu) + σ2

2 u
2
∣∣∣ ≤ σ2

4 |u|2 and ‖Πu(w)−
µ(w)‖ ≤ c′|u|‖w‖,

(ii) for u ∈ | − π, π] \ [−δ, δ], ‖P kuw‖ ≤ c′αk‖w‖ .

Lemma 4.2. For all constant c > 0 there exists a constant C > 0 such that for any
M ≥ 1 and any function H such that log |H| is uniformly θ-Hölder continuous on each
M -cylinder with Hölder constant bounded by cθ−M ,

i.e. ∀D ∈ CM , ∀y, z ∈ D, |H(y)| ≤ |H(z)|ecθ−M dθ(y,z) ,

then for all u ∈ [−π, π], ‖PMu (H)‖ ≤ C‖H‖1 .

Proof. Let us write ϕ for the (normalized) potential. Write H =
∑

DH1D where the sum

runs over allM -cylinders. One has varn(P
M
u (H1D)) ≤

(
|ϕ+ iuh|θ θn

1−θ + eccθn
)
‖PM (|H|1D)‖∞.

Note that |ϕ+ iuh|θ ≤ |ϕ|θ + π|h|θ is uniformly bounded, and
∣∣PM (|H|1D)(x)

∣∣ = |H(xD)| exp(SMϕ(xD)) ≤ |H(xD)|κµ(D)

by the Gibbs property, where xD ∈ D is the unique preimage in D of x ∈ X by σM , for
some constant κ. Furthermore∫

D
|H(xD)| dµ(y) ≤

∫

D
|H(y)| |H(xD)/H(y)| dµ(y) ≤ ec

∫

D
|H(y)| dµ(y) .

Hence |PMu (H1D)|θ ≤ C ′‖H1D‖1 for the constant C ′ =
(
|ϕ|θ+π|h|θ

1−θ + cec
)
κec. Therefore,

summing over D gives |PMu (H)|θ ≤ C ′‖H‖1. �

We will use the next lemma which is the operator estimate that is behind Proposi-
tion 2.4.

Lemma 4.3. For all c > 0, there exists a constant C > 0 such that, for any positive
integer M , any function H as in Lemma 4.2 and any k > M2 we have

sup
ℓ∈Z

∥∥∥∥P
k
(
1{hk=ℓ}H

)
− 1√

k
Φ

(
ℓ√
k

)
µ(H)

∥∥∥∥ ≤ C

k
‖H‖1 , (21)

where Φ is the density function of the centered Gaussian distribution with variance σ2.

Proof. We start with the identity

P k
(
1{hk=ℓ}H

)
=

1

2π

∫

[−π,π]
e−iuℓP ku (H)du . (22)
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Let w = PMu (H). Let du(k,w) =

∣∣∣∣P k−Mu w − e−
σ2

2
u2(k−M)µ(w)

∣∣∣∣. We apply Proposi-

tion 4.1. For |u| ≥ δ we have

du(k,w) ≤
(
c′αk−M + e−

σ2

2
δ2(k−M)

)
‖w‖.

For |u| < δ we have

du(k,w) ≤ |P k−Mu w − λk−Mu Πu(w)| + |λk−Mu ||Πu(w)− µ(w)| + |λk−Mu − e−
σ2

2
u2(k−M)| |µ(w))|

≤ c′αk−M‖w‖ + c′|λu|k−M |u|‖w‖ + e−
σ2

4
u2(k−M)(K −M)|u|3|µ(w)|.

The second term is handled by the change of variable v = u
√
k

∫ δ

−δ
|λk−Mu | |u|du ≤

∫ δ

−δ
e−

σ2

4
u2(k−M)|u|du ≤ 1

k −M

∫

R

e−
σ2

8
v2 |v|dv ≤ C ′

k
,

for some constant C ′. Next, the same change of variable and the dominated convergence
theorem shows that the integral of the third term is O(k−1)|µ(w)|.

Finally, the same change of variable yields
√
k

2π

∫ δ

−δ
e−iuℓe−

σ2

2
u2(k−M)du− Φ

(
ℓ√
k

)
=

1

2π

∫ δ
√
k

−δ
√
k
e
− ivℓ√

k
−σ2

2
v2 k−M

k dv − 1

2π

∫

R

e
− ivℓ√

k
−σ2v2

2 dv

= O

(
M

k

)
= O(k−

1
2 ) .

Therefore

sup
ℓ∈Z

∣∣∣∣∣

√
k

2π

∫

[−π,π]
e−iuℓP k−Mu (w)du− Φ

(
ℓ√
k

)
µ(w)

∣∣∣∣∣ ≤ η′k‖w‖,

where η′k = O(k−
1
2 ). To conclude remark that P ku (H) = P k−Mu PMu (H), use (22) and

Lemma 4.2. �

Lemma 4.4. Let c > 0. There exists K > 1 such that for all u > 0 small enough,

P k(1{hk≥L}H) ≤ Ke
− uL√

k ‖H‖L1 ,

uniformly in L,M , in k ≥M2, in H as in Lemma 4.2.

Proof. For all u > 0, we have

P k(1{hk≥L}H) ≤ P k
(
e
u(hk−L)√

k |H|
)

≤ e
− Lu√

kP k−iu/
√
k
(|H|) .

Noticing that P−iu(·) = P (euh·). Set w = PM−iu/
√
k
(|H|) = PM

(
e
u√
k
hM |H|

)
. Noticing that

M√
k
≤ 1 and that the θ-Hölder constant of hM on each M -cylinder D satisfies |(hM )|D|θ ≤

|h|θθ−M
θ−1−1

, it follows from Lemma 4.2 that ‖w‖ ≤ C‖H‖1.
We assume from now on that |u| < Mδ. By real perturbations in Proposition 4.1 we

get

P k− iu√
k

(|H|) = P k−M−iu/
√
k
(w) ≤

∣∣∣λk−M−iu/
√
k
Π−iu/

√
k(w)

∣∣∣+ c′αk−M‖w‖

≤ (2e
3u2(k−M)

4k + c′αk−M )‖w‖ ≤ K‖H‖1 ,
since |u/

√
k| ≤ |u|/M < δ. �
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For m,k ∈ N we denote the number of partitions with k atoms of a set of m elements
by S(m,k), the Stirling number of the second kind.

We now proceed with the proof of the theorem.

Proof of Theorem 3.3. It follows from the definition (13) of Nr combined with (6) and
from the fact that the balls are cylinders that

∀(x′, y′) ∈ BX
r (x)×BY

r (y), Nr(x
′, y′) =

∑

(n,k)∈N×Z : fn(x′)∈BXr (x),hn(x′)=k,gk(y)∈BYr (y)

δn/nr .

We set mr := 3c0| log r|, where c0 ≥ 1 is the constant appearing in (II) of Hypothesis 3.2
(noticing that, since c0 ≥ 1, this assumption holds also true if we replace (Y, g, ν) by
(X, f, µ)). Changing c0 is necessary, we assume that c0 ≥ 1

λX
. For any sequence (kj)j≥1,

we denote the derived sequence (k′j = kj − kj−1)j≥1 where we put k0 = 0.
Step 1: Moments expressed thanks to the Fourier-perturbed transfer operator

In the following product, we first expand the mv powers of the sums defining Nr([tv−1, tv])
as mv sums of a product. Regrouping the indices which are equal we are left with qv =
1, ...,mv distinct indices, which gives after reordering

Mr(t,m) := Eρ

[
K∏

v=1

Nr(]tv−1, tv])
mv1BXr (x)×BYr (y)

]

=
∑

q=(q1,...,qK)
qv=1,...,mv

(
K∏

v=1

S(mv, qv)qv!

)
Anr ;q(x, y) , (23)

with

Anr;q(x, y) :=
∑

k=(k1,...,kq)

∑

ℓ∈Zq
Eρ


1BXr (x)×BYr (y)

q∏

j=1

(
1BYr (y) ◦ gℓj 1{hkj=ℓj}1BXr (x) ◦ fkj

)



(24)
where we set from now on

q := q1 + ...+ qK

and where the first sum holds over the k = (k1, ..., kq) corresponding to concatenation of

(k11 , ..., k
1
q1),...,(k

v
1 , ..., k

v
qv ),..., (k

K
1 , ..., k

K
qK ) such that

tv−1nr < kv1 < . . . < kvqv ≤ tvnr .

Recalling that

k′i := ki − ki−1 and ℓ′i := ℓi − ℓi−1, k0 = ℓ0 = 0 ,

we observe that Anr ;q(x, y) can be rewritten

∑

k

∑

ℓ∈Zq
Eρ


1BXr (x)×BYr (y)

q∏

j=1

(
1BYr (y) ◦ gℓj 1{hk′

j
=ℓ′j} ◦ f

kj−11BXr (x) ◦ fkj
)


and so

Anr ;q(x, y) =
∑

k

∑

ℓ∈Zq
ν




q⋂

j=0

g−ℓj (BY
r (y))


Eµ

[
Q

(x)
k′q,ℓ

′
q
· · ·Q(x)

k′1,ℓ
′
1
(1BXr (x))

]
, (25)

with
Q

(x)
k,ℓ (H) := 1BXr (x)P

k
(
1{hk=ℓ}H

)
.
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The strategy of the proof is then to apply inductively Condition (II) of Hypothesis 3.2
and Lemma 4.3 to say roughly

• that ν
(⋂q

j=0 g
−ℓj (BY

r (y))
)
behaves as

(
ν(BY

r (y))
)q+1

;

• and that Eµ

[
Q

(x)
k′q,ℓ

′
q
· · ·Q(x)

k′1,ℓ
′
1
(1BXr (x))

]
behaves as

(
µ(BX

r (x))
)q+1∏q

j=1

Φ

(
ℓ′j√
k′
j

)

√
k′j.

Unfortunately this requires some care since the Hölder norm of 1BXr (x) (resp. 1BYr (y))
explodes as r goes to 0. Nevertheless, this will be possible when there are gaps between
the indices. In Step 2, we treat the bad situations where there are clusters of indices kj ’s
(and so lack of gaps). A second difficulty will come from the uniform error (in ℓ′j) in

the approximation by Φ

(
ℓ′j√
k′j

)
/
√
k′j . To avoid this difficulty we will use Lemma 4.4 to

control in Step 3 the contribution of the big values of ℓ′j (and so to restrict the sums over

the ℓ′js). We will then be able to conclude with the use of Riemann sums (Step 4) and by

sum-integral approximations and moment identifications (Step 5).
We say that k ∈ Z

q has clustering if k′j < mr for some j = 1, ..., q.

Step 2: Neglectability of clusters of ki’s. We will prove that the contribution to Anr;q(x, y)
of those k ∈ Z

q for which there is clustering gives rise to the error term (15).
For k1 < · · · < kq with clustering we denote by c1 the minimal j ≥ 0 such that

k′j+1 < mr. The length of the first cluster is p1 + 1 where p1 is the maximal integer such

that k′c1 , . . . , k
′
c1+p1 < mr. We then define inductively the s-th cluster (if any) and its

length ps + 1 by cs := min{j ≥ cs−1 + ps−1 : k
′
j+1 < m3s−1

r } and ps is the maximal integer

such that k′cs , . . . , k
′
cs+ps < m3s−1

r . Note that the s-th cluster starts at the index cs and
ends at the index cs + ps. Let Jk = {1, . . . , q} \⋃s{cs + 1, . . . , cs + ps}. {0} ∪ Jk is the
set of indices j which are isolated or where a cluster starts. It determines uniquely the
sequences cs and ps. Note that the existence of a cluster means that #Jk < q.

The sum over k = (k1, ..., kq) in the definition of Anr;q(x, y) detailed between (24)
and (25) can be rewritten as a sum over J ⊂ {1, . . . , q} of the sum over the k’s such that
Jk = J .

Fix J ⊂ {1, ..., q} with w := #J < q. Consider k such that Jk = J for which there is
a cluster. First we have

Eν




q∏

j=0

1BYr (y) ◦ gℓj

 ≤ ν


 ⋂

j∈J∪{0}
g−ℓj (BY

r (y))


 .

Let us consider j ∈ J ∪ {0} a beginning of say the s-th cluster. Inside this cluster,

(k′j+i)i=1,...,pj can take at most (m3s−1

r )pj values and we know that at time kj not only we

are in the set BX
r (x) but also we return to it before time m3s−1

r . Hence

∑

kj+1..kj+pj

∑

ℓj+1..ℓj+pj

1{hk′
j+i

=ℓ′j+i} ◦ f
kj+i−11BXr (x) ◦ fkj+i ≤ m

3spj
r 1{τf

BXr (x)
≤m3s

r } ◦ f
kj .

This means that we can remove all the sums over the indices inside the clusters, provided
we insert the above factor in the corresponding place. This finally gives a contribution to
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Anr;q(x, y) of those k such that Jk = J bounded from above by

m3q

r

∑

k

∑

ℓ∈Zw
ν




w⋂

j=0

g−ℓj (BY
r (y))


Eµ

[
Q̃

(x)

w,k̄′w,ℓ
′
w
◦ · · · ◦ Q̃(x)

1,k̄′1,ℓ
′
1
(1Gr,0(x))

]
. (26)

where the sum is taken over k ∈ Z
w which are images by the projection k 7→ (kj)j∈J , and

where

Q̃
(x)
i,k′i,ℓ

′
i
(H) := 1Gr,i(x)P

k′i
(
1{hk′

i
=ℓ′i}H

)
.

and Gr,i(x) = BX
r (x)∩{τ f

BXr (x)
≤ m3s

r } if the (i+1)-th element of {0}∪J is the beginning

of the s-th cluster, and Gr,i(x) = BX
r (x) otherwise. Note that, since c0 ≥ 1, Gr,i(x)

is a union of mr-cylinders (if no cluster) or a union of mr + m3s
r -cylinders, in any case

k̄′i+1 ≥ m3s+1

r ≥ (mr +m3s
r )2, so that the lemmas apply. We observe that

Eµ

[
Q̃

(x)

w,k̄′w,ℓ′w
◦ · · · ◦ Q̃(x)

1,k̄′1,ℓ
′
1
(1Gr,0(x))

]
= Eµ[1Gr,w(x)ρ

k̄′,ℓ′
w ] , (27)

with ρ0 = 1 and defining inductively

∀i = 1, ..., w, ρk̄1..i,ℓ1..ii := P k̄
′
i

(
1{hk̄′

i
=ℓ′i}1Gr,i−1ρ

k̄1..i−1,ℓ1..i−1

i−1

)
. (28)

A computation by induction shows that the norms ‖ log ρk̄1..i,ℓ1..ii ‖ are bounded by a con-

stant Cw independent of k, ℓ.
We again need to decompose the sum over ℓ ∈ Z

w subject to clustering or not. Unfor-
tunately clusters may now appear from non consecutive indices and we need to adapt the
definition. Given ℓ ∈ Z

w, for each i = 0, ..., w we denote by Cℓ
i the set of indices i′ such

that there exists a chain of ℓj’s, pairwise mr-close, joining ℓi to ℓi′ . Next we denote by

Iℓ = {Cℓ
i , i = 0, ..., w} the set of such clusters.

Fix I a partition of {0, ..., w} and consider ℓ such that Iℓ = I. Denote by I∗ =
{minC,C ∈ I} \ {0} the set of minimal index of each cluster, zero excluded. Let p =
#I∗ = #I − 1. It follows from (II) of Hypothesis 3.2 on g that

ν




w⋂

j=0

(
g−ℓj (BY

r (y))
)

 = (1 +O(αmr ))

∏

C∈I
ν

(
⋂

i∈C
g−ℓi(BY

r (y))

)

= (1 +O(αmr ))ν(BY
r (y))

αℓν
(
BY
r (y) ∩ {τ g

BYr (y)
< m3q

r }
)βℓ

(29)

≤ Cν(BY
r (y))

p+1ν
(
τ g
BYr (y)

< m3q
r

∣∣∣BY
r (y)

)βℓ
, (30)

where αℓ = #{C ∈ I : #{ℓi, i ∈ C} = 1} and βℓ = #{C ∈ I : #{ℓi, i ∈ C} > 1} =
p+ 1− αℓ. It follows from Lemma 4.3 that

Eµ

[
1Gr,iρ

k̄1..i,ℓ1..i
i )

]
= µ(Gr,i)Ai(k̄, ℓ)Eµ

[
1Gr,i−1ρ

k̄1..i−1,ℓ1..i−1

i−1

]

where, setting γ = ‖h‖∞,
∣∣∣∣∣
bi(k, ℓ)

k′i
:= Ai(k, ℓ)−

1√
k′i
Φ

(
ℓ′i√
k′i

)∣∣∣∣∣ ≤
C

k′i
if |ℓ′i| ≤ γk′i (31)



QUANTITATIVE RECURRENCE FOR T, T−1 TRANSFORMATIONS 19

and Ai(k, ℓ) = 0 if |ℓ′i| > γk′i. Hence an immediate induction gives

Eµ

[
1Gr,wρ

k̄,ℓ
w

]
≤
(

w∏

i=0

µ(Gr,i)

)
w∏

i=1

Ai(k̄, ℓ). (32)

Now we fix k and make the summation over ℓ such that Iℓ = I:
SI(k) :=

∑

ℓ : Iℓ=I
Eµ[1Gr,w(x)ρ

k̄′,ℓ′
w ]

=
∑

ℓ : Iℓ=I




w∏

j=0

µ(Gr,j)




w∏

i=1

1√
k̄′i


Φ


 ℓ′i√

k̄′i


+

bi(k̄, ℓ)√
k̄′i


 1{|ℓ′i|≤γk′i}

=
∑

ℓ




w∏

j=0

µ(Gr,j)




w∏

i=1


 1√

k̄′i


Φ


 ℓ′i√

k̄′i


+

bi(k̄, ℓ)√
k̄′i




 ,

where the sums are restricted to |ℓ′i| ≤ γk̄′i for i = 1, ..., w and Iℓ = I. During this
summation, when i ∈ I∗ we bound the sum over ℓi by

K0 := sup
r<1

sup
mr<k<nr

∑

|ℓ|≤γk

1√
k

(
Φ

(
ℓ√
k

)
+

C√
k

)
<∞. (33)

Otherwise when i 6∈ I∗, there are at most 2pmr + 1 choices for ℓi, since ℓi is close to ℓj
where j = minCi < i (hence ℓj is already fixed). Moreover Φ ≤ 1 therefore the sum over
ℓi is bounded by

((p+ 1)mr + 1)
1 + C√

k̄′i

. (34)

Therefore

SI(k) = O






w∏

j=0

µ(Gr,j)


 ∏

i 6∈I∗

mr√
k̄′i


 .

Putting this last estimate together with (27) and (29) and summing up over k̄ gives

(26) ≤ Cm3w

r ν(BY
r (y))

p+1

(
w∏

i=0

µ(Gr,i)

)
(mr

√
nr)

w−pnpr

≤ Cm3w
r mq

rµ(B
X
r (x))ν(BY

r (y))
(
µ(BX

r (x))ν(BY
r (y))nr

)p (√
nrµ(B

X
r (x))

)w−p

µ
(
τ f
BXr (x)

≤ m3q
r |BX

r (x)
)

≤ Cρ(BZ
r (x, y))m

3q+q
r µ

(
τ f
BXr (x)

≤ m3q+q
r |BX

r (x)
)

(35)

since there were at least one cluster for k (w < q) and due to the definition of nr = nr(x, y).

We henceforth suppose that there are no cluster of kj ’s in the definition of Anr;q(x, y),
that is k′j > mr for j = 1..q, hence w = q, and Gr,i = BX

r (x) for all i.

Step 3: Neglectability of big values of ℓ′i. Let cr := q
√− log r. The contribution of those

ℓ such that ℓ′i > Li := cr
√
k′i for some i contributes to the error term (16).
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Set Iℓ′ := {i = 1, ..., q : ℓ′i > Li}. Fix ∅ 6= I ′ ⊂ Z
q. We follow the idea in the previous

discussion: fix a partition I ⊂ {0, . . . , q}, define as previously I∗ as the set of starting
indices of clusters and p = #I∗, consider the sum over ℓ such that Iℓ = I and I ′

ℓ = I ′.

Recall that ρ
k1..i−1,ℓ1..i−1

i−1 has been defined inductively in (28). Set, for the indices i ∈
I ′ ∩ I∗ we obtain via Lemma 4.4

∑

ℓi:|ℓ′i|>Li
ρk1..i,ℓ1..ii = P k

′
i(1{|hk′

i
|>Li}1Gr,i−1ρ

k1..i−1,ℓ1..i−1

i−1 )

≤ Ke
− Liu√

k′
i Eµ

[
1Gr,i−1ρ

k1..i−1,ℓ1..i−1

i−1

]
.

Therefore

∑

|ℓ′i|>Li
Eµ

[
1Gr,iρ

k1..i,ℓ1..i
i

]
≤ Kµ(Gr,i)e

−ucrEµ
[
1Gr,i−1ρ

k1..i−1,ℓ1..i−1

i−1

]
, (36)

that is instead of (33) we get the better bound Ke−ucr .

For the indices i ∈ I ′ \ I∗, we notice that Φ

(
ℓ′i√
k′i

)
≤ exp(−σ2c2r

2 ), therefore the sum

over ℓi is bounded by

mr


e

−σ2c2r
2

√
k′i

+
C

k′i


 ,

instead of (34).
For the other indices i 6∈ I ′, we keep the estimates of the previous discussion, using

using (33) or (34), wether i ∈ I∗ or not. We finally end up with a contribution in

≤ Cµ(BX
r (x))q+1ν(BY

r (y))
#I(nre−ucr)#I′∩I∗

(mr
√
nr[e

−σ2c2r
2 +

log nr√
nr

])#I′\I∗×

× n#(I∗\I′)
r (mr

√
nr)

q−#(I∗∪I′)

≤ Cµ(BX
r (x))ν(BY

r (y))
(
nrµ(B

X
r (x))ν(BY

r (y))
)p (√

nrµ(B
X
r (x))

)q−p
mq
rǫr

≤ Cmq
rǫrρ(B

Z
r (x, y)) ,

with ǫr := max(e−ucr , e−
1
2
c2r + lognr√

nr
).

Step 4: Reduction to a Riemann sum. Recall that cr = q
√− log r. Thus, up to error terms

in (15) and (16), in view of (23), Anr ,q(x, y)/ρ(B
Z
r (x, y)) behaves as

∑

k:k′j>mr

µ(BX
r (x))q

∑

ℓj :|ℓ′j |≤cr
√
k̄′j

ν

(
q⋂

i=0

g−ℓi(BY
r (y)

∣∣∣∣∣B
Y
r (y))

)
q∏

j=1

Aj(k, ℓ) ,

with |Aj(k, ℓ)− aj(k, ℓ)| ≤ C/k′j by Lemma 4.3, where aj(k, ℓ) =
1√
k′j
Φ

(
ℓ′j√
k′j

)
.

We aim to replace each Aj(k, ℓ) by aj(k, ℓ). Note that they are both bounded by C/
√
k′j

and their difference is bounded by C/k′j . Fix a partition I of {1, . . . , q} as above. Using
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a telescopic sum we get
∣∣∣∣∣∣

q∏

j=1

Aj(k, ℓ) −
q∏

j=1

aj(k, ℓ)

∣∣∣∣∣∣
≤

q∑

i′=1

i′−1∏

j=1

Aj(k, ℓ) |Ai′(k, ℓ)− ai′(k, ℓ)|
q∏

j=i′+1

aj(k, ℓ)

≤
q∑

i′=1

C

k′i′

∏

j 6=i′

(
aj(k, ℓ) +

C

k′j

)
.

We now fix some i′ and sum over ℓ such that Iℓ = I as in the proof of the Step 2, with
the additional condition |ℓ′i| ≤ cr

√
k′i for all i. For the indices i 6= i′ we use the same

estimates, and for i = i′ two cases can happen:
If i = i′ ∈ I∗ we replace the estimate (33) by

∑

ki

∑

ℓi

C

k′i
≤
∑

ki

1 + 2cr
√
k′i

k′i
≤ Ccr

√
nr.

Otherwise, i = i′ 6∈ I∗ and we replace the estimate (34) by
∑

ki

∑

ℓi

C

k′i
≤
∑

ki

1 + 2mr

k′i
≤ Cmr log nr.

In both cases we gain a factor max(mr log nr/nr, cr/
√
nr), so that the total contribution

is dominated by (16). Thus, writing er := (15) + (16), we have proved that

Eρ

[
(Nr)

m|BZ
r (x, y)

]
= O (er) + (1 +O(er))µ(B

X
r (x))q

∑

k:k′j>mr

∑

ℓj :|ℓ′j|≤cr
√
k′j

ν

(
q⋂

i=0

g−ℓi(BY
r (y))

∣∣∣∣∣B
Y
r (y)

)
q∏

j=1

1√
k′j

Φ


 ℓ′j√

k′j


 .

Step 5 : Final step. It remains to estimate the following quantity

µ(BX
r (x))q

∑

k:k′j>mr

∑

ℓj :|ℓ′j|≤cr
√
k′j

ν

(
q⋂

i=0

g−ℓi(BY
r (y))

∣∣∣∣∣B
Y
r (y)

)
q∏

j=1

1√
k′j

Φ


 ℓ′j√

k′j


 , (37)

with cr = q
√− log r. Recall from (29) that

ν




q⋂

j=0

g−ℓjBY
r (y)

∣∣∣∣∣∣
BY
r (y)


 = (1+O(αmr ))ν(BY

r (y))
#Iℓ−1ν

(
{τ g
BYr (y)

< m3q
r }
∣∣∣BY

r (y)
)βℓ

,

with Iℓ the partition of {0, ..., q} consisting in gathering the indices i corresponding to
clusters of ℓi’s (as defined in step 2) and with βℓ = #{C ∈ Iℓ : #{ℓi, i ∈ C} > 1}.
Let q0 ∈ {0, . . . , q}. Since supk>mr

∑
ℓ
Φ(ℓ/

√
k)√

k
< ∞, the contribution of terms with

#Iℓ = q0 + 1 and βℓ = β is bounded from above by

Cµ(BX
r (x))qν(BY

r (y))
q0ν
(
{τ gr < m3q

r }
∣∣BY

r (y)
)β

Φ(0)

nr∑

k=mr

k−
1
2



q−q0

nq0r m
3m 1β 6=0
r

≤ C ′(µ(BX
r (x))2)

q−q0
2 (µ(BX

r (x))(ν(BY
r (y)))

q0ν
(
{τ gr < m3q

r }
∣∣BY

r (y)
)β
n
q−q0

2
+q0

r m
3m 1β 6=0
r

≤ C ′m
3m 1β 6=0
r ν

(
{τ gr < m3q

r }
∣∣BY

r (y)
)β

,
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due to the definition of nr = nr(x, y). Thus the terms with βℓ ≥ 1 contribute to the error
term (15).

We now consider the terms corresponding to βℓ = 0, that is we are led to the study of

Mm
t (x, y) :=

∑

q=(q1,...,qK)
qv=1,...,m′

v

(
K∏

v=1

S(m′
v, qv)qv!

)
A′
nr ;q(x, y)

where

A′
nr;q(x, y) :=

∑

ℓ :βℓ=0

µ(BX
r (x))q(ν(BY

r (y)))
#Iℓ−1Dℓ(q) , (38)

as nr/m
2
r → +∞, i.e. as µ(BX

r (x))/mr → +∞ and µ(BX
r (x))ν(BY

r (y))/(mr)
2 → +∞,

with

Dℓ(q) :=
∑

k:k′j>mr

q∏

j=1

1√
k′j

(Φ 1[−cr,cr])


 ℓ′j√

k′j


 ,

the sum over k being still constrained by the qv’s as in (24).
At this step, we can point out the two exteme cases:

(A) if µ(BX
r (x)) = o(ν(BY

r (y))), then the terms with q0 < q (i.e. #Iℓ < q + 1) are
negligeable.

(B) if ν(BX
r (x)) = o(µ(BY

r (y))), then the terms with q0 > 0 are negligeable, hence
the remaining term is q0 = 0 and βℓ = 0 thus ℓj = 0 for all j.

Let us start with the study of the case q0 = q and βℓ = 0, i.e. |ℓj − ℓj′ | > mr (the
dominating term in Case (A) above). The contribution of these terms is

(ρ(BZ
r (x, y)))

q
∑

k

∑

ℓ

q∏

j=1

Φ

(
ℓ′j√
k′j

)

√
k′j

1{k′j>mr}1{|ℓ′j |≤cr
√
k′j}

∼ (ρ(BZ
r (x, y)))

q
∑

k

q∏

j=1

∑
ℓ′j
Φ

(
ℓ′j√
k′j

)

√
k′j

∼ (ρ(BZ
r (x, y)))

q
∑

k

q∏

j=1

∫

R

Φ(s) ds

∼ (ρ(BZ
r (x, y)))

q#{k}

∼ (ρ(BZ
r (x, y))nr)

q
K∏

v=1

(tv − tv−1)
qv

qv!
.

A careful analysis would have shown that this equivalence is an equality up to a multi-

plicative factor 1 + O(e−
c2r
2 ) + O(mr

− 1
2 ) = 1 + O(| log r|− 1

2 ). Furthermore, we recognize
the distribution of a standard Poisson process.
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Second, we study the contribution of terms of (38) such that q0 = 0 and βℓ = 0, i.e.
such that ℓj = 0 for all j. This contribution is

µ(BX
r (x))q

∑

k

(Φ(0))q

∏q
j=1

√
k′j

∼ (
√
nrµ(B

X
r (x))Φ(0))q

∫

E

q∏

j=1

(s′j)
− 1

2 ds

∼ (
√
nrµ(B

X
r (x)))qEµ

[
K∏

v=1

(Ltv (0)− Ltv−1(0))
qv

qv!

]
, (39)

where E is the set of x ∈ R
q obtained by concatenation of (x11, ..., x

1
q1),..., (x

v
1, ..., x

v
qv ),...,

(xK1 , ..., x
K
qK

) such that tv−1 < xv1 < ... < xvqv < tv, and where the last identification follows
e.g. from [14, Proposition B.1.2].

We return to the general case. Given q0 ∈ {0, ..., q}, we study of the asymptotic as
nr/m

2
r → +∞ of the terms of (38) with #Iℓ = q0 + 1 and βℓ = 0 (i.e. clusters in ℓ

corresponds to repetitions of a same value).
Setting Jq→q0 for the set of surjections ψ : {0, ..., q} → {0, ..., q0} such that ψ(0) = 0,

we observe that

∑

ℓ : #Iℓ=q0+1, βℓ=0

Dℓ(q) =
1

q0!

∑

ψ∈Jq→q0

∑

k:k′i>mr

∑

(ℓv)v=1,...,q0 :|ℓv−ℓv′ |>mr

q∏

j=1

(Φ 1[−cr,cr])
(
ℓψ(j)−ℓψ(j−1)√

k′j

)

√
k′j

∼ 1

q0!

∫

nrE



∫

Rq0

q∏

j=1

Φ

(
wψ(j)−wψ(j−1)√

s′j

)

√
s′j

dw


 ds

where we set E the set of s ∈ R
q obtained by concatenation of (s11, ..., s

1
q1),..., (s

v
1, ..., s

v
qv ),...,

(sK1 , ..., s
K
qK ) such that tv−1 < sv1 < ... < svqv < tv, and using again the notation s′j :=

sj − sj−1 with the conventions s0 := 0 and w0 = 0. It follows that, if nr/m
2
r → +∞,

∑

ℓ :#Iℓ=q0+1βℓ=0

Dℓ(q) ∼
∑

ψ∈Jq→q0

n
q
2
r

q0!

∫

E



∫

Rq0

q∏

j=1

Φ

(
wψ(j)−wψ(j−1)√

nrs′j

)

√
s′j

dw


 ds

n
q+q0

2
r

q0!

∑

ψ∈Jq→q0

∫

E



∫

Rq0

q∏

j=1

Φ

(
wψ(j)−wψ(j−1)√

s′j

)

√
s′j

dw


 ds

∼ n
q+q0

2
r

q0!

∑

ψ∈Jq→q0

∫

E

(∫

Rq0

φq,s1,...,sq
(
(wψ(j))j

)
dw1...dwq0

)
ds1...dsq ,

where we set φq,s1,...,sq for the density function of (Bs1 , ..., Bsq ).

On E the sj’s are in increasing order. For a.e. s ∈ ∏K
v=1(tv−1, tv]

qv =: E there exists
a unique permutation π, preserving the K blocks, such that (sπ(j))j ∈ E . Applying this

change of variables is balanced by substituting ψ by ψ′ = ψ ◦ (0 7→ 0, π). Thus the above
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quantity is

=
n
q+q0

2
r

q0!

∑

ψ∈Jq→q0

(
K∏

v=1

1

qv!

)∫

Rq0

(∫

E
φq,s1,...,sq

(
(wψ(j))j

)
ds1...dsq

)
dw1...dwq0

∼ n
q+q0

2
r

q0!

∑

ψ∈Jq→q0

(
K∏

v=1

1

qv!

)∫

Rq0

E




q∏

j=1

(Ltvq(j) − Ltvq(j)−1
)(wψ(j))


 dw1...dwq0 ,

where vq(j) is the smallest integer v such that j ≤ q1 + · · ·+ qv. So
∑

ℓ :#Iℓ=q0+1,βℓ=0

Dℓ(q) ∼ n
q+q0

2
r Jr(q, q0) ,

with

Jr(q, q0) :=
∑

ψ∈Jq→q0

(
K∏

v=0

1

qv!

)
E



∫

Rq0

q∏

j=1

(Ltvq(j) − Ltvq(j)−1
)(wψ(j)) dw1...dwq0


 .

In view of (23) and (38), we study

Mm
t (x, y) ∼

∑

q=(q1,...,qK)
qv=1,...,m′

v

(
K∏

v=1

S(m′
v, qv)qv!

)
A′
nr ;q(x, y) .

As nr/m
2
r → +∞, this quantity is equivalent to

∑

q=(q1,...,qK)
qv=1,...,m′

v

(
K∏

v=1

S(m′
v, qv)

)
q∑

q0=0

(
(nrµ(B

X
r (x))2

) q
2
(
nrν(B

Y
r (y)

2)
) q0

2 ×

×
∑

ψ∈Jq→q0

1

q0!
E



∫

Rq0

q∏

j=1

(Ltvq (j) − Ltvq(j)−1
)(wψ(j)) dw1...dwq0


 .

We then conclude by Lemmas A.1 and A.3.
�

5. Study for the Z-extension

This section is devoted to the proof of Theorem 3.10 about the convergence in distri-

bution, as r → 0, of the return time point process Ñr defined in (20) of the Z-extension

F̃ . The proof of the next result appears as an easy consequence of parts of the proof of
Theorem 3.3.

Theorem 5.1. Assume Hypothesis 3.2 except (II). Let K be a positive integer and m =
(m1, ...,mK) be a K-uple of positive integers and let (t0 = 0, t1, ..., tK) be an increasing
collection of nonegative real numbers. There exist a constant C > 0 and a continuous
function ε1 vanishing at 0 such that, for all x ∈ X,

∣∣∣∣∣Eµ
[

K∏

v=1

Ñr(]tv−1, tv])
mv

∣∣∣∣∣B
X
r (x)

]
− E

[
K∏

v=1

(Z1,0(tv)−Z1,0(tv−1))
mv

]∣∣∣∣∣

≤ ε1(µ(B
X
r (x)))+ ,+C| log r|3m+mµ

(
τ f
BXr (x)

≤ | log r|3m
∣∣∣BX

r (x)
)
, (40)
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with m = |m| = m1 + · · · +mK , and with Z1,0 as in Remark 3.4.

Proof. Setting this time nr := (µ(BX
r (x)))−2, we follow the scheme of the proof of Theo-

rem 3.3 with some simplifications coming from the fact that first
∑

ℓ∈Zd therein is replaced

by ℓ = 0 and second that BY
r (y) disappears. As in Step 1 of the proof of Theorem 3.3, we

observe that

Eµ

[
K∏

v=1

Ñr(]tv−1, tv])
mv1BXr (x)

]
=

∑

q=(q1,...,qK)
qv=1,...,mv

(
K∏

v=1

S(mv, qv)qv!

)
Anr ;q(x, y) ,

where we denote again S(m,k) for the Stirling number of the second kind (i.e. for the
number of partitions with k atoms of a set of m elements), and where we set this time

Anr;q(x) :=
∑

k=(k1,...,kq)

Eµ


 1BXr (x)

q∏

j=1

(
1{hkj=0} 1BXr (x) ◦ fkj

)

 =

∑

k

Eµ

[
Q

(x)
k′q,ℓ′q

· · ·Q(x)
k′1,ℓ

′
1
(1BXr (x))

]
,

(41)
with the notations

q := q1 + ...+ qK , k′i := ki − ki−1, k0 = 0 , Q
(x)
k,ℓ (H) := 1BXr (x)P

k
(
1{hk=ℓ}H

)
,

and where the sum over the k = (k1, ..., kq) corresponds to concatenation of (k11 , ..., k
1
q1),...,(k

v
1 , ..., k

v
qv ),...,

(kK1 , ..., k
K
qK

) such that

tv−1nr < kv1 < . . . < kvqv ≤ tvnr .

In Step 2 of the proof of Theorem 3.3, since ℓ = 0, I∗ = ∅ and p = 0, (26) and (35) ensure
that the contribution of clusters of the mr-clusters of kj ’s with Jk = J is

m3q

r

∑

k

∑

ℓ∈Zw
Eµ

[
Q̃

(x)

w,k̄′w,ℓ
′
w
◦ · · · ◦ Q̃(x)

1,k̄′1,ℓ
′
1
(1Gr,0(x))

]

≤ Cm3w
r

(
w∏

i=0

µ(Gr,i)

)
(mr

√
nr)

w

≤ Cm3w
r mq

rµ(B
X
r (x))

(√
nrµ(B

X
r (x))

)w
µ
(
τ f
BXr (x)

≤ m3q
r |BX

r (x)
)

≤ Cµ(BX
r (x))m3q+q

r µ
(
τ f
BXr (x)

≤ m3q+q
r |BX

r (x)
)
.

Step 3 of the proof of Theorem 3.3 disappears (as well as the first part of (16)) since ℓ′j = 0
for all j.
As in Step 4 of the proof of Theorem 3.3, it follows from Lemma 4.3 that

Anr,q(x)

µ(BX
r (x))

= µ(BX
r (x))q

∑

k






q∏

j=1

Φ(0)√
k′j


+O




q∑

i′=1

1

k′i′

∏

j 6=i′

1√
k′j






=
1√
nr
q

∑

k

q∏

j=1

Φ(0)√
k′j

+O
(
n
− 1

2
r log(nr)

)

uniformly in x ∈ X, and we conclude by using (39) (note that we do not need anymore
the control of the probability that τ gr is small used in Step 5 of the proof of Theorem 3.3,
so that the second part of (15) does not appear here). �
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Proof of Theorem 3.10. This result follows from Theorem 5.1 as Corollary (3.5) and The-
orem 3.6 follow from Theorem 3.3. �

Appendix A. Moments of integrals with respect to a Poisson process

The main goal of this appendix is to prove that for any α, β ∈ [0; 1] such that max(α, β) =
1, for all K, m′

1, ...,m
′
K with m = m′

1 + ...+m′
K , t1 < ... < tK ,

E

[
K∏

v=1

(Zα,β(tv)−Zα,β(tv−1))
m′
v

]
(42)

=
m∑

q0=0

1

q0!

∑

q=(q1,...,qK)
qv=1,...,m′

v

(
q1+...+qK∏

v=1

S(m′
v, qv)

)
∑

ψ∈Jq1+...+qK→q0

α
q−q0

2 βq0

E



∫

Rq0

q∏

j=1

(Ltvq(j)(sψ(j))− Ltvq(j)−1
(sψ(j))) ds1...dsq0


 ,

keeping the notations S(m, q), vq(j) and Jq→q0 introduced above in the proof of Theo-
rem 3.3. The case α = 0 will follow from Lemma A.1, whereas the case α > 0 will be
studied in Lemma A.3 (applied with a :=

√
α and b := β/

√
α).

Lemma A.1. For any nonnegative integerm, the moment of order m of a Poisson random
variable Pλ of intensity λ > 0 is

E[Pm
λ ] =

m∑

q=0

S(m, q)λq . (43)

Proof. Recall that S(m, q) is the number of partitions of a set of m elements in q non-
empty subsets. The proof of Lemma A.1 is standard and follows e.g. from the following
computation

E[etPλ ] = eλ(e
t−1) =

∑

q≥0

(λ(et − 1))q

q!
= eλ(e

t−1) =
∑

q≥0

(
λ
∑

m≥1
tm

m!

)q

q!

=
∑

m≥0




m∑

q=0

S(m, q)λq


 tm

m!
.

�

Lemma A.2. Let P be a Poisson process with intensity η on R and gj , j = 1..m, be
bounded integrable functions from R to R. Then

E



m∏

j=1

∫

R

gj(s) dP(s)


 =

m∑

q=1

1

q!

∑

pi≥1 : p1+...+pq=m

∑

χ

∫

Rq

m∏

j=1

gj(sχ(j)) dη(s1)...dη(sq) ,

where the last sum is taken over the set of maps χ : {1, ...,m} → {1, ..., q} such that
#χ−1({j}) = pj.
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Proof. We first claim that

E

[(∫

R

g(s) dP(s)

)m]
=

m∑

q=1

1

q!

∑

pi≥1 : p1+...+pq=m

m!∏q
j=1(pj!)

∫

Rq

q∏

j=1

(g(sj))
pj dη(s1)...dη(sq) .

Indeed, using the functional Fourier transform of a Poisson measure [4]

E

[
eiθ

∫
R
g(s) dP(s)

]
= exp

(∫

R

(eiθg(s) − 1) dη(s)

)

= 1 +
∑

q≥1

(∫
R
(eiθg(s) − 1) dη(s)

)q

q!

= 1 +
∑

q≥1

∫
Rq
(
∏q
i=1(e

iθg(si) − 1) dη(s1)...dη(sq)

q!

= 1 +
∑

q≥1

∫

Rq

∑

p1≥1

...
∑

pq≥1

q∏

j=1

(iθg(sj))
pj

pj!
dη(s1)...dη(sq)

= 1 +
∑

m≥1

(iθ)m

m!

m∑

q=1

∑

pi≥1 : p1+...+pq=m

m!∏q
j=1(pj !)

∫

Rq

q∏

j=1

(g(sj))
pj dη(s1)...dη(sq).

This proves the claim by expanding the exponential in E

[
eiθ

∫
R
g(s) dP(s)

]
and identifying

the m-th coefficient.
The lemma follows by identification of the coefficients of t1 · · · tm in the following iden-

tity, obtained with the claim applied to
∑

i tigi and by direct computation:

m∑

j1,...,jm=1

(
m∏

u=1

tju

)
E

[
m∏

u=1

∫

R

gju(s) dP(s)

]
= E

[(∫

R

m∑

i=1

tigi(s) dP(s)

)m]

=
∑

q≥1

∑

pi≥1 : p1+...+pq=m

m!

q!
∏q
j=1(pj !)

∫

Rq

q∏

j=1

(
m∑

i=1

tigi(sj)

)pj
dη(s1)...dη(sq) .

�

Lemma A.3. Let B be a Brownian motion of variance σ2 and (Lt(·))t its local time.
Let P be a two-sided Poisson process with intensity b > 0 and let (P ′

s)s∈R be a family of
independent homogeneous Poisson processes with intensity a > 0. We assume that P, B
and (P ′

s) are mutually independent. Let m = (m1, . . . ,mK) be a K-uple of positive integers
and t = (t1, . . . , tK) be a K-uple of positive real numbers as in Theorem 3.3. Then

M(t,m) :=E

[
K∏

v=1

(∫

R

P ′
s(Ltv (s))− P ′

s(Ltv−1(s)) d(δ0 + P)(s)

)mv
]

=

m∑

q0=0

1

q0!

∑

q=(q1,...,qK)
qv=1,...,mv

(
q∏

v=1

S(mv, qv)

)
∑

ψ∈Jq→q0

aqbq0

E



∫

Rq0

q∏

j=1

(Ltvq(j)(sψ(j))− Ltvq(j)−1
(sψ(j))) ds1...dsq0


 ,
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with the convention s0 = 0, q = q1 + · · · + qK , Jq→q0 denotes the set of surjections from
{1, . . . , q} to {0, . . . , q0}, vq(j) is the smallest integer v such that j ≤ q1 + · · · + qv and
m = m1 + · · ·+mK .

Proof. Take gj(s) = P ′
s(Ltv(j)(s)) − P ′

s(Ltv(j)−1
(s)). Expanding the product of the sum

then using Lemma A.2 applied to (gj)j /∈I0 and E(·|B, (P ′
s)) give

M(t,m) =E



m∏

j=1

∫

R

gj(s) d(δ0 + P)(s)




=
∑

I0⊂{1,...,m}
E


 ∏

j0∈I0
gj0(0)

∏

j∈{1,...,m}\I0

∫

R

gj(s) dP(s)




=

m∑

p0=0

m−p0∑

q0=0

∑

pi≥1 : p1...+pq0=m−p0

1

q0!

∑

χ

∫

Rq0

E



m∏

j=1

gj(sχ(j))


 bq0ds1...dsq0 ,

with the convention s0 = 0 and where the last sum is taken over the set of maps χ :
{1, ...,m} → {0, ..., q0} such that #χ−1({u}) = pu for u = 0, ..., q0. Since the P ′

su are a.e
independent conditionally to B, it follows that

E




m∏

j=1

gj(sχ(j))

∣∣∣∣∣∣
B


 =

q0∏

u=0

Ku(s)

with

Ku(s) := E


 ∏

j∈χ−1(u)

(P ′
su(Ltv(j)(su))− P ′

su(Ltv(j−1)
(su))

∣∣∣∣∣∣
B




=

K∏

w=1

E

[
(P ′

su(Ltv (su)− Ltv−1(su)))
#{j∈χ−1(u):v(j)=w}

∣∣∣B
]

=
K∏

w=1

mχu,w∑

zu,w=0

S(mχ
u,w, zu,w)(b.(Ltw (su)− Ltw−1(su)))

zu,w .

with mχ
u,w := #{j = 1, ...,m : χ(j) = u, v(j) = w}. So

∫

Rq0

E



m∏

j=1

gj(sχ(j))


 ds1...dsq0 .

=
∑

D

(
∏

u,w

S(mχ
u,w, zu,w)

)
a|D|H(D) ,

where the sum is over all the matrices Z ′ = (z′u,w)u=0,...,q0,w=1,...,K such that ∀u,w, 0 ≤
zu,w ≤ mχ

u,w with |Z ′| =∑u,w zu,w and

H(Z ′) := E

[∫

Rq0

q0∏

u=0

(
K∏

w=1

(Ltw(su)− Ltw−1(su))
zu,w

)
ds1...dsq0

]
. (44)
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Hence, we have proved that

M(t,m) =

=

m∑

q0=0

1

q0!
bq0

∑

p0≥0,pi≥1 : p0+...+pq0=m

∑

χ

∑

Z′

(
∏

u,w

S(mχ
u,w, zu,w)

)
a|Z

′|H(Z ′)

=

m∑

q0=0

1

q0!

∑

q=(q1,...,qK)
qv=1,...,mv

aqbq0
∑

Z′

H(Z ′)

[
∑

χ

(
∏

u,w

S(mχ
u,w, zu,w)

)]
,

where in the last line the matrices Z ′ are such that
∑q0

u=0 zu,w = qw for all w = 1..K, and
the surjection χ is such that mχ

u,w ≥ zu,w.
Let Z ′ be such that

∏
u,w S(m

χ
u,w, zu,w) 6= 0. Then, for every u,w such that mχ

u,w ≥ 1,

we also have zu,w ≥ 1. This ensures that both qw :=
∑q0

u=0 zu,w and
∑K

w=1 zu,w are non
null.

Denote by C(Z ′) the term into brackets above. We claim that C(Z ′) is the number
of colored partitions in the following sense: a partition of {1, . . . ,m} which refines the
partition in successive temporal blocks of size m′

v and to each element of the partition is
assigned a value in 0..q0, with the constraint that for each u,w there are zu,w elements of
the partition in the wth temporal block giving the value u.

Indeed, choosing χ assigns to each integer in {1, ...,m} a unique value in {0, ..., q0}. For
each temporal block w and each value u, the set of integers j in the wth temporal block
such that χ(j) = u has cardinality mχ

u,w. We partition it into zu,w atoms. There are
S(mχ

u,w, zu,w) possibilities. This defines uniquely a partition with the prescribed property,
and there are C(Z ′) possibilities.

Another method to construct such a colored partition is to first partition each temporal v
block in qv atoms. There are S(m′

v, qv) possibilities. This refined partition has q elements.
Any surjection ψ ∈ Jq,q0 assigns to the jth atom (ordered by their minimal element) of

the partition a value ψ(j). Let Zψ be the matrix with entries zψu,w equal to the number
of atoms in the wth temporal block with value u, that is the number of j such that
vq(j) = w and ψ(j) = u. We restrict to those ψ such that Zψ = Z ′. Note that there are∏K
v=1 S(mv, qv)#{ψ ∈ Jq,q0 : Z

ψ = Z ′} possibilities. Therefore

M(t,m) =

m∑

q0=0

1

q0!

∑

q=(q1,...,qK)
qv=1,...,m′

v

aqbq0

(
q∏

v=1

S(mv, qv)

)
∑

Z′

∑

ψ∈Jq→q0 : Zψ=Z′

H(Z ′) .

�

Finally, we give for completeness a convergence result with the moments method under
assumptions slightly weaker than usual. The subtlety is due to the fact that the moments
converge in restriction to a good set that may depend on the exponent. Given x ∈ R

K

and m ∈ N
K we let xm =

∏K
v=1 x

mv
v .

Lemma A.4. Let W , Xn’s be R
K valued random variables, such that

• There exists a sequence (Ωn)n of measurable sets such that P (Ωn) → 1 as n→ ∞
• For every m ∈ N

K , E(Xm
n 1Ωn) → E(Wm) as n→ ∞

• W satisfies the Carleman’s criterion
∑∞

m=0E(‖W‖m)−1/m = ∞.

Then Xn converges in distribution to W .
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Proof. It follows from the classical Carleman’s criterion (see e.g. [18]) that the linear combi-
nations of (Xn1Ωn)n converge in distribution to those ofW , which implies the convergence
in distribution of (Xn1Ωn)n to W . Furthermore Xn −Xn1Ωn converges in distribution to
0. We conclude (using e.g. the Slutzky lemma) that (Xn)n converges in distribution to
W . �
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