
HAL Id: hal-04350685
https://amu.hal.science/hal-04350685v1

Submitted on 13 Mar 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Context-Gan: Controllable Context Image Generation
Using Gans

Marc-Adrien Hostin, Vladimir Sivtsov, Shahram Attarian, David Bendahan,
Marc-Emmanuel Bellemare

To cite this version:
Marc-Adrien Hostin, Vladimir Sivtsov, Shahram Attarian, David Bendahan, Marc-Emmanuel
Bellemare. Context-Gan: Controllable Context Image Generation Using Gans. 2023 IEEE
20th International Symposium on Biomedical Imaging (ISBI), Apr 2023, Cartagena, Colombia.
�10.1109/ISBI53787.2023.10230602�. �hal-04350685�

https://amu.hal.science/hal-04350685v1
https://hal.archives-ouvertes.fr


CONTEXT-GAN: CONTROLLABLE CONTEXT IMAGE GENERATION USING GANS

Marc-Adrien Hostin1,2, Vladimir Sivtsov1, Shahram Attarian3, David Bendahan1, Marc-Emmanuel Bellemare2

1Aix Marseille Univ, CNRS, CRMBM, UMR 7339, Marseille, France
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ABSTRACT

We propose an enhancement to label-to-image GANs. Based
on a Pix2Pix architecture, ConText-GAN allows generating
images in a controlled way. Given a feature map as input,
ConText-GAN can generate images with a specified layout
and label content. As an application, ConText-GAN is used
to perform a more realistic than usual data augmentation from
an MRI dataset. We show the validity of the generated images
with respect to the input feature maps. The relevance of the
approach is demonstrated by the improvement of the segmen-
tation result following a data augmentation performed with
ConText-GAN compared to classical methods. A practical
application is presented in the challenging context of U-Net
segmentation of MRI of fat infiltrated muscles.

Index Terms— GAN, data augmentation, label-to-image,
semantic image synthesis, MRI segmentation

1. INTRODUCTION

Data augmentation using generative adversarial networks
(GAN) is a major focus for improving the training of neural
networks applied to medical image analysis [1, 2]. Learning
methods have been successful in many tasks such as disease
classification or organ segmentation. However, the accuracy
of data-driven methods is dependent on the amount of data
available, which can be scarce, especially in the medical field.

Scientists have compensated for the lack of data by creat-
ing annotated synthetic images. The most naive approaches
use geometric transformations (rotation, translation, elastic
deformation) to synthesize data. These techniques have be-
come established standards and can be useful when it comes
to making a model robust to variations in orientation, position
or shape [3]. However, the generated data may be too close to
the original distribution, and may not provide any real benefit.

To solve this problem and improve the generalization abil-
ity of learning methods, we have been looking for a way to
create realistic and more diverse data. Thanks to their abil-
ity to produce new images, GANs could be good candidates.
Among the variety of GANs, we focused on the family of
label-to-image translation methods. In addition to the cre-
ation of annotated data, these methods allow constraining the

position of certain features of the image, i.e. organs of inter-
est. Besides, to avoid the problem of class imbalance, we have
to make sure that the resulting images are evenly distributed
among the different classes considered (e.g. control/patient).

As a solution, we designed the ConText-GAN, a network
capable of generating images respecting a spatial context
specified by the user. Assuming that the spatial context (in
our case a texture descriptor for each organ) is represen-
tative of the different classes in the image generation, our
method allows creating a dataset with as many examples of
each desired class. As an application, we propose to apply
our method to the generation of MRIs of thighs of patients
with neuromuscular diseases (NMD). NMDs affect tissues by
progressively replacing muscle with fat, which is called fatty
infiltration. The infiltration reduces the visibility of muscle
contours, which can prevent them from being detected [4].
As the diseases concerned are rare and the number of patients
limited, being able to synthesize images with the desired
infiltrate texture is of great interest for deep learning seg-
mentation. To our knowledge, only two studies have tested
a GAN-based approach to perform data augmentation in this
domain, using noise-to-image GAN [5] and image-to-image
translation [6], but neither proposed to control the diversity
of synthesized muscles. The few methods that have tried to
control the texture of synthetic images have used a texture
patch as context information [7]. However, the use of patches
limits texture creation to the patches available in the database.
Furthermore, it is difficult to evaluate the similarity between
the generated textures and the input patches, which raises a
major problem of GANs, namely the evaluation of their per-
formance [1]. We replace the patch with spatially distributed
statistical features on a map. This feature map allows us
to both generate new contexts as input to our GAN and to
evaluate the context rendering on the synthetic images.

In this study, we are proposing to use texture descrip-
tors as a prior context to control the localized texture diver-
sity provided by ConText-GAN. Our method was evaluated
based on image quality criteria (L1, structural similarity in-
dex measure [SSIM], peak signal-to-noise ratio [PSNR]) and
texture controllability (custom metric). Finally, a 2D U-Net
[8] was trained for muscle segmentation from the augmented
data, and the resulting segmentations were evaluated accord-



ing to Dice (DSC), average surface distance (ASD) and Haus-
dorff Distance (HD). Our main contributions are as follows:

• ConText-GAN: A ConText-GAN for generating images
from context prior was developed to address the class im-
balance problem in data augmentation.

• Muscle MRI: This work shows that fat infiltrated mus-
cles can be generated in a controlled fashion to create a
balanced dataset.

2. METHODS

Fig. 1. From the same topology (muscle position), and 3 dif-
ferent context maps, ConText-GAN synthesis of 3 MRI of
muscular thighs.

This section describes the principle of ConText-GAN in a
general framework and further describes the database used in
this study along with the evaluation process.

2.1. ConText-GAN

Among label-to-image models, we chose Pix2Pix [9] as a ref-
erence to prove the validity of our proposal, but newer models
such as OASIS [10] could be used in the future to improve the
quality of the synthesis. It consists in training a generator G
(U-Net) and a discriminator D (PatchGAN [9]). Let x be the
label domain and y the image domain, G aims at translating a
combination of x and a random noise vector z to y and create
a synthetic image (∈ ŷ = G(x)). D takes as input a label
from x and an image, its purpose is to differentiate between
real images (∈ y) and synthetic images (∈ ŷ). G and D are
trained in an adversarial manner, where G is trained to fool
D, while D is trained to improve its discriminative capability.
The loss function of a cGAN (LcGAN (1)) is minimized by
G against D which tries to maximize it. Pix2Pix adds a dis-
tance loss term LD with a coefficient λ (set to 100), to take
into account the similarity between the produced and the real
images. Resulting loss function L is expressed in (2):

LcGAN = Ex,y[logD(x, y)] + Ex,z[log(1−D(x,G(x, z)))]

(1)

L = argmin
G

max
D

LcGAN (G,D) + λLD (2)

Our main goal is to enable image context control by
adding descriptors as input to the GAN, which we named
ConText-GAN (Fig. 1). Let Θ be a NF × h × w tensor and
i, j pixel coordinates with NF being the number of context
features, h and w the height and width of the input image.
A context map would be defined by {Θi,j} = (α0

i,j , ..., α
n
i,j)

where αk
i,j is the value of the kth context feature in pixel

coordinates i, j. Let X be a segmentation mask, the synthetic
image produced with ConText-GAN Ŷ would be expressed as
Ŷ = G(Θ, X). The addition of Θ at the input of the network
questioned our choice of distance loss LD. We evaluated
several LD functions for training the generator: LL1 (3), the
loss used in the original Pix2Pix paper [9]; LR (4), which
includes the LL1 as well as a perception-based loss func-
tion LS using the structural similarity index measure (SSIM
[11]) for the purpose of obtaining realistic images; LCT (5),
that contains LR as well as a function LT to constrain the
context synthesis. LT consists in measuring the L1 distance
between the context descriptors measured respectively on the
estimated image and the real image. Since the loss function
must be differentiable to be optimized, the choice of descrip-
tors must focus on a differentiable function, or a derivable
estimate of the measure. In the end, we propose the following
loss functions to be tested with ConText-GAN :

LL1(y, ŷ) = |y − ŷ| (3)
LR(y, ŷ) = LL1(y, ŷ) + LS(y, ŷ) (4)

LCT (y, ŷ) = LR(y, ŷ) + LT (y, ŷ) (5)

2.2. Dataset

We used our own dataset to evaluate the ConText-GAN. The
database consists of 170 acquisitions from 102 subjects, in-
cluding 14 controls and 88 NMD patients. MRI scans were
recorded at 1.5T (MAGNETOM Avanto, Siemens Healthi-
neers, Erlangen, Germany) at the thigh level using a spine
coil on the bottom and a flexible coil on top of the lower
limb. One image set consisted of 2D T1-weighted MRI (T1W )
(TR = 578 ms; TE = 11 ms; FA = 90◦; bandwidth = 182
Hz/pixel; in-plane matrix size/voxel size = 320× 160/1.26×
1.26 mm2; 38 slices [slice thickness = 4.40 mm]; slice gap
= 0.40 mm). The second set T1w MRI acquisition featured :
TR = 549 ms; TE = 11 ms; FA = 120◦; bandwidth = 195
Hz/pixel; in-plane matrix size/voxel size = 320× 320/0.68×
0.68 mm2; 20 slices [slice thickness = 10.00 mm]; slice gap
= 5.00 mm. In total, 3990 slices were annotated. 12 la-
bels including adductor, bone, biceps femoris, gracilis, rectus
femoris, sartorius, semimembranous, semitendinosus, extra-
muscular fat, vastus intermedius, vastus lateralis, and vastus
medialis, have been segmented by different experts. The im-
ages were all resized to 256 × 256, and a gaussian blur was
applied on the most resolved images to obtain the same reso-
lution in the whole set.



Fig. 2. A) Feature selection for context description. B) Eval-
uation process. C.1) Feature maps with same context, dif-
ferent topology. C.2), C.3) Generated and reference MRIs.
C.4) Feature maps with same topology, different context. C.5)
Generated MRIs from C.4). (Best zoomed)

2.3. Context description

The selection of the context depends on the desired data
augmentation. Here, we sought to produce MRIs of thigh
muscles at different levels of fat infiltration, to get a dataset
with equivalent numbers of pathological and healthy mus-
cles. Context selection was based on radiomics analysis,
which consists in measuring numerous features on the im-
ages (93 in our case, using the pyradiomics library [12]),
and then use statistical methods to identify the features most
related to a clinical problem (e.g. fat infiltration). The pro-
cess is described in Fig. 2.A). Pairwise correlation analysis
was used to eliminate features that were too correlated with
each other (|p| > 0.8 with p the Pearson coefficient between
two features). A principal component analysis (PCA) on the
remaining 33 descriptors identified 5 major components. One
feature per component was selected by systematically choos-
ing the most correlated with the component. The remaining
components were selected for their ability to differentiate
fatty infiltration textures. To assess the relevance of descrip-
tors, the usual method is to analyze the correlation between
descriptors and a clinical score of interest. In the NMD study,
the only approved clinical score is the fat fraction [13] (or its
qualitative version, the Mercuri score [14]), which represents
the proportion of fat in muscle, i.e. the average of the inten-
sities on the image. However, it was not relevant to choose
these scores as clinical references, since the correlation study
would have revealed a significant correlation only with the
mean as a descriptor. In the absence of a clinical reference,
we used our features to group our dataset into four clusters. It
is easy to differentiate, by observation, four classes: healthy
muscles, totally infiltrated muscles, and two intermediate
classes corresponding to cases of mild and severe infiltration.
Beyond four, the differences were too tenuous to be visible to
the human eye. Five descriptors resulting from the PCA were
used to perform k-means clustering. Based on a qualitative
assessment of the clustering accuracy for each descriptor, two
features were selected: Average intensity, which represents

the level of whiteness of the muscle; and entropy, which rep-
resents the disorder in the texture, a measure of the dispersion
of the fatty infiltrate.

2.4. Evaluation

Evaluation of GAN generated images is controversial because
it often lacks quantitative scores [1]. However, in our case, it
was possible to make a direct comparison between the gen-
erated images and the reference images. For this purpose, a
test set with deformed image/label pairs, with the same elas-
tic deformation, was generated, as shown in Fig. 2.B). Thus,
it was guaranteed that the GAN had never been trained on
these labels. Then, synthetic images were produced from the
distorted labels and compared to corresponding reference im-
ages. Comparisons were performed using images from the
baseline Pix2Pix (without texture control) trained with differ-
ent LD loss: BL1 used LL1 and BR used LR. Similarly, we
got 3 models from our ConText-GAN : CTL1 was trained with
LL1, whereas CTR used LR , and CTT used LT . All models
were assessed using the same criteria. Two main criteria were
evaluated with this process. First, the similarity between the
generated and reference images was measured with the L1,
SSIM and PSNR distance scores on every network. Second,
to verify the controllability of the network, the context de-
scription map was measured on the images produced by the
ConText-GAN and then compared with the context map used
as input with an L1 loss. Finally, the diversity of the im-
ages produced was checked by ascertaining the percentage of
muscles located in each of the four grouped clusters using k-
means applied on the mean and entropy features computed on
the predicted images.

2.5. Data augmentation for segmentation

As previously stated, data augmentation is typically used at
the training step to enhance CNN generalization ability. We
advocate that the generated images be in the image domain,
as diverse and as distant as possible from the original distri-
bution. Images generated by ConText-GAN should meet this
condition thanks to its control capability to randomly assign
shapes and textures to images. As application, we used our
method with the training database taken from the T1w muscle
MRI database to be segmented with CNNs. To ensure syn-
thesized muscle texture diversity, the realistic augmentation
induced was performed as follows: New labels were gener-
ated by random elastic deformation to provide new muscle
shapes; Each label was associated with a texture descriptor
(e.g. pair mean-entropy) randomly picked among those of the
real dataset.

We compared the impact of data augmentation methods
on the segmentation results of CNNs. We have trained vari-
ous U-Net models against various training datasets. The core
dataset depicted in section 2.2 being the same: Naug used it
without any augmentation; AE used a dataset augmented with



elastic deformation; AP2P used Pix2Pix augmentation; ACT

used ConText-GAN data augmentation done with CTT .

3. RESULTS AND DISCUSSION

Fig. 3. Image augmentation with elastic deformation, Pix2Pix
and ConText-GAN using raw context from existing image and
randomly generated context on patient (A) and control (B).

The images produced by ConText-GAN seemed more re-
alistic than those from the standard Pix2Pix, as seen in Fig.
3. On the right column, the creation of an image with the
same topology and a different context shows the ability of the
network to assign new muscle textures.

Table 1. Similarity between reference image and synthetic
produced with Pix2Pix (BL1,BR) and ConText-GAN (CTL1,
CTR and CTT ).

Tab. 1 shows that the best results regarding the similar-
ity of the images produced with the reference data were ob-
tained with CTT (L1: 4.00±1.76, SSIM: 0.82±0.06, PSNR:
21.56.0 ± 2.15). ConText-GAN can synthesize more realis-
tic images than a standard cGAN like Pix2Pix. In addition,
the feature map based control of ConText-GAN allowed to
generate a balanced training database. A k-means clustering
performed with the generated muscle texture features has pro-
vided a balanced class distribution of the samples in the four
pathological muscle clusters that constitute our test base.

The results of the context controllability study (Tab. 2)
showed that the error on the mean was lowest for CTL1

(3.02 ± 1.13), but the relative errors with CTR (14%) and
CTT (7%) were quite close. For the entropy measure, the

Table 2. Report of L1 difference between the texture fea-
tures measured on reference and synthetic images produced
by ConText-GAN models CTL1, CTR and CTT respectively
trained with LL1, LR, LT

results obtained with CTT (0.26 ± 0.09) were significantly
better than those given by CTL1 (37%) and CTR (34%).
This can be interpreted stating that the loss L1 is sufficient
for a feature as simple as the average pixel value, whereas
for a higher order feature it is more rewarding to include an
estimate in the loss function.

Table 3. Impact of training dataset on the segmentation result
of U-Net. Naug: raw dataset, AE : elastic deformation, AP2P :
pix2pix, ACT : ConText-GAN.

Best segmentation result was achieved with the ConText-
GAN augmented training dataset: ACT with an increase
factor of 4 (DSC=0.875 ± 0.115, ASD=1.243 ± 1.382 mm,
HD=6.188 ± 9.073 mm). One can note that the results ob-
tained with the AE and ACT gave better results compared
to the benchmark Naug . ACT led to a lower error than AE

(c.f. Tab. 3). The balanced database obtained thanks to
the ConText-GAN allowed to improve the accuracy of the
segmentation.

4. CONCLUSION

We have developed an improvement to label-to-image GANs.
ConText-GAN generates realistic images respecting content
constraints imposed with feature maps. As an example, we
have shown how useful this capability can be for performing
realistic data augmentation in medical imaging.

The addition of the feature map did not overly compli-
cate the use of GAN, and while we started with medical tex-
tures, we could try ConText-GAN in other areas. Obviously,
the choice of texture parameters may also evolve for different
cases and, apart from the problem of the differentiability of
the measurements to fill the loss function, the results should
be transferable.
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