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Abstract

Resonances, also known as quasi normal modes (QNM) in the non-Hermitian case,

play an ubiquitous role in all domains of physics ruled by wave phenomena, notably in

continuum mechanics, acoustics, electrodynamics, and quantum theory. In this paper, we

present a QNM expansion for dispersive systems, recently applied to photonics but based

on sixty year old techniques in mechanics. The resulting numerical algorithm appears to

be physically agnostic, that is independent of the considered physical problem and can

therefore be implemented as a mere toolbox in a nonlinear eigenvalue computation library.

1 Introduction

1.1 Resonances and quasi normal modes (QNM) in physics

Quasi normal modes (QNM) are a powerful tool to analyze wave problems in physics. Thanks

to the seminal work of Joseph Fourier in his “Théorie analytique de la chaleur” [7] in 1822, it

has been natural in the 20th century to consider problems from both the direct position/time

point of view as well as from the momentum/frequency dual point of view using the Fourier

transform that is provided by the decomposition of a function in terms of plane waves, i.e.

modes (solution without sources) of wave equations in free space. For a particular problem

associated to a given structure described by its geometry, boundary conditions, and media
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properties, the response to a solicitation with a given frequency is strongly correlated to the

intrinsic properties of the system and it appears that the strongest responses are related to

the resonances of the structure, i.e. solutions of the wave equation without sources, no more

in free space but associated to the particular problem. It appears that these solutions are

eigenmodes of the corresponding particular operator and the set of these eigenmodes is a par-

ticularly well suited basis to develop other solutions with a given source. Determining these

eigenmodes could therefore be extremely useful for both the physical understanding and for

practical computations. It is also expected that small subsets of these modes could contain

enough information to deal with some problems and constitute an efficient reduced model for

them.

A dramatic and popular example of the importance of resonances is the collapse of the

Tacoma Narrows Bridge that is nevertheless due to much more complex phenomena [10]. Much

more recent cases are the Gateshead Millennium Bridge nicknamed the “Wobbly Bridge” after

pedestrians experienced an alarming swaying motion on its opening day and the Volga Bridge

in Volgograd [15]. New methods have been designed to prevent these catastrophic vibrational

damages to occur because of resonances. Conversely, resonances can be used to design and

study novel metamaterials and photonic/phononic crystals [46].

Another example of modes are the propagating modes in waveguides such as optical fibres.

In the early 2000s, microstructured optical fibres have appeared. The initial idea was to use

the bandgap of a photonic crystal fibre, but it became soon clear that a limited number of

periodic holes in the cladding were enough to obtain good guiding properties [59]. A basic

model is to consider low refractive index holes in a higher refractive index, large enough to

be considered as unbounded. In this case, there are no genuine propagative modes but rather

leaky modes associated to complex eigenvalues (i.e. propagation constants). These modes do

suffer from losses, but which are small enough to preserve excellent guiding properties. More

generally, the materials used in photonics are represented by a complex dielectric permeability

where the imaginary part corresponds to losses. All the classical optical materials at optical

frequencies are dispersive, i.e. frequency dependent, and are therefore dissipative in accordance

to the Kramers-Kronig relations [45] induced by the principle of causality.

In view of the above, we understand that considering unbounded problems and realistic mod-

els for media leads to frequency-dependent non-Hermitian operators, with the non-hermiticity

due to both the losses in the materials and the leakage at infinity. In fact, a very common way

to deal with unbounded wave problems, in order to simulate the outgoing wave conditions, is to

introduce absorbing wave conditions at finite distance that involve some complex coefficients.

The imaginary part of these coefficients is taking into account the outgoing power never com-

ing back. Such techniques were already used in the early 70s in quantum mechanics, i.e. the

dilatation-analytic method, to determine atomic and molecular resonances [6] and are really

similar to the Perfectly Matched Layers (PML) introduced in computational electrodynamics

[8, 34, 13, 2].

The idea of computing modes for resonators and waveguides can then be extended to arbi-

trary structures, even with small quality factors: this is the quasi normal mode analysis. The

name “quasi normal mode” emphasizes the fact that the considered operator is non-Hermitian
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hence that its eigenvalues are complex and the orthogonal relations associated to Hermitian op-

erators are not available. Note that non-Hermitian problems in physics are currently receiving

a lot of attention [4].

1.2 The dispersive modal expansion

As an example of physical problem to present the concepts of dispersive modal expansion, we

consider an electromagnetic system ruled by a set of partial differential equations obtained

by combining Maxwell’s equations with constitutive relations for media (and giving bound-

ary/transmission/outgoing wave conditions), since, in the last decade, this modal expansion

formalism has received a lot of attention in photonics [5, 49, 56, 47, 58, 11, 12, 38]. Develop-

ing a solution in terms of modes is a well known technique [32]. As we have just seen above,

practical use requires to take into account realistic time dispersive media and this leads to non-

Hermitian nonlinear eigenvalue problems [51, 26]. Nowadays, efficient numerical algorithms

are available for the numerical computations of such problems [33, 57, 31]. The use of these

nonlinear eigenmodes in modal expansions is still an active research topic. As for the modal

expansion, new formulations had to be derived [24, 22, 47, 23, 58, 11, 12]. Most of the work

has been performed in the framework of Maxwell’s equations formalism with some physical in-

terpretation in mind, using for instance conjugated and unconjugated forms of the reciprocity

theorem as it is proposed in the Chap. 31 “Modal methods for Maxwell’s equations” of [50]

and several formulas have been proposed by various research teams.

In order to find a general formula based on established theorems, the authors of the present

paper have adopted a more abstract approach, i.e. independent of the physical context and

therefore applicable to a large range of physical models. In [60], we have proposed a straight-

forward approach to the modal expansion in the dispersive case for photonics based on the

Keldyš theorem [35, 36, 37, 9, 55, 53] that provides modal expansions for very general systems

(both permittivity and permeability may be dispersive, anisotropic, and even non reciprocal).

In our approach, the central concept is the set of the eigentriplets associated to the nonlinear

eigenproblem and no normalization is involved (see sections 2.1 and 2.2 below for these notions

and the related notations). In the simplest cases, the expansion is similar to recent results for

dispersive permittivity [44, 28, 48, 47, 22, 39, 58].

Given a particular system, and here the physical nature of the system is forgotten in favour

of its mathematical formalisation, we consider the corresponding holomorphic operators T (z),

that is a set of non-Hermitian operators parametrized by a complex parameter z [37] and the

associated eigenvalue problem: given a holomorphic operator T (z), we define its eigentriplets

as ordered sets (λ, 〈ul|, |ur〉) of an eigenvalue and its associated left and right eigenvectors

satisfying 〈ul|T (λ) = 0 and T (λ)|ur〉 = 0. An eigenvalue is simple if 〈ul|T ′(λ)|ur〉 6= 0 where

T ′(z) is the complex derivative of T (z) and, in the sequel, we will consider that all the eigen-

values are simple or at least semi-simple and that the operators are diagonalizable. In practice,

finding the couples (λ, 〈ul|) satisfying 〈ul|T (λ) = 0 amounts to looking for right eigenvectors

|ul〉 such that T ∗(λ)|ul〉 = 0 where T ∗ is the adjoint operator associated with T and, in the

sequel, 〈ul| 6= 〈ur| due to the non self-adjointness of the operators at stake.

In this case, the modal expansion is provided by the Keldyš theorem [35, 36]. This theorem
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from the 1950s has recently found very useful applications in the nonlinear eigenvalues numerical

computation algorithm. Indeed, for the sake of simplicity, we give its version for matrices with

simple eigenvalues as stated by Van Barel and Kravanja [55] in their presentation of Beyn’s

algorithm [9] (a contour integral method for solving nonlinear eigenvalue problems):

Theorem (Keldyš): Given a domain D ⊂ C and an integer m ≥ 1, let C ⊂ D be a compact

subset, let T be a matrix-valued function T : D −→ Cm×m analytic in D and let n(C) denote

the number of eigenvalues of T in C. Let λk for k = 1, . . . , n(C) denote these eigenvalues and

suppose that all of them are simple. Let |ulk〉 and 〈urk| for k = 1, . . . , n(C) denote their left

and right eigenvectors, such that

T (λk)|urk〉 = 0, 〈ulk|T (λk) = 0.

Then there is a neighborhood U of C inD and a matrix-valued analytic functionR : U −→ Cm×m

such that the resolvent T (z)−1 can be written as

T (z)−1 =

n(C)∑
k=1

1

(z − λk)
|urk〉 〈ulk|

〈ulk|T ′(λk)urk〉
+R(z) (1)

for all z ∈ U \ {λ1, . . . , λn(C)}. If T is a matrix-valued strictly proper rational function, the

analytic function R is equal to zero [55].

Considering the similar results for holomorphic operator functions does not cause additional

difficulties [37].

Our conclusion is that the best approach is to use very general mathematical tools, such

as the Keldyš theorem, largely independent of the physical context. Moreover, for all practi-

cal purposes, the modal expansion will be performed at the discrete level. Therefore, in the

sequel, we will consider matrix problems arising from the discretisation of partial differential

operators using appropriate numerical methods. Note that this framework naturally applies

when the discretisation is independent of the frequency such as in Finite Element Method and

Finite Difference Method, but unlike methods using Green function or Fourier-based basis.

Nevertheless some authors are efficiently using Boundary Element Method in a similar context

[54, 11], which allows to leave the frequency (eigenvalue) outside of the large matrices (discrete

operators). Considering this step granted, we can apply sixty-year-old techniques introduced

by Lancaster for the study of mechanical vibrations [40, 41]. Despite the old-fashioned termi-

nology e.g. “lambda matrices” for the matrices T (z) with coefficients that are polynomials of a

variable z and “latent root” λ and “latent vector” v such that T (z)v = 0 that we will just name

(nonlinear) eigenvalue and eigenvector, the theory is directly applicable to the quasi normal

mode expansion with a slight modification to take into account the fact that the coefficients

are in fact rational functions of z.
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2 Non-Hermitian eigenproblems

2.1 The eigentriplets

Instead of considering the general case of linear operators that are linear maps between Banach

spaces, we will consider the finite dimensional case since our purpose is numerical modeling

with matrices as stated above. Given a linear operator represented in a particular basis by the

matrix A, a (right) eigenpair (λ,v) is an ordered pair of a complex number λ and a complex

vector (an element of the domain space) v 6= 0 such that

Av = λv.

Only the direction of v is relevant since for any α ∈ C 6= 0, (λ, αv) is an equivalent eigenpair.

An eigenvector v can be normalized but this has no particular meaning, and a particular

eigenvector is a mere description of a 1-dimensional eigenspace. The eigenpair is an intrinsic

characteristic of the linear operator represented by the matrix A in a particular basis i.e. the

eigenpair does not depend on the basis choice except, of course, for the values of the components

of v given in the current basis. A left eigenpair (λ,uH) can also be defined such that

uHA = λuH ,

where the superscript H indicates the difference of nature between the left eigenvectors and the

right eigenvectors. In the matrix algebra context, v is a column vector of coefficients while uH is

a row vector of coefficients where the superscript H denotes the Hermitian conjugate (complex

conjugate of the transposed matrix) i.e. the operation used to turn a column vector v into a

row vector vH of its complex conjugate components. Behind the shallow notational aspect, v

is a contravariant vector that may also be denoted as a ket |v〉 in Dirac bra-ket notation while

uH is a covariant vector that can be denoted as a bra 〈u|. The duality product can be written

as a matrix product uHv as well as a bra-ket 〈u|v〉.
The left eigenvector is in fact the classical right eigenvector of the adjoint operator A∗

defined by 〈u|Av〉 = 〈A∗u|v〉. In the matrix case, computing (uHA)H gives

AHu = λu.

Consider now the case where the matrix is not defective i.e. reducible to a diagonal matrix.

The necessary and sufficient condition is that for a matrix of dimension n, the number of

linearly independent eigenvectors is equal to n. It means that for a multiple eigenvalue, its

geometric multiplicity is always equal to its algebraic multiplicity and this is always the case

when all the eigenvalues are simple. In this case, the column right eigenvectors can be gathered

in a square invertible matrix R such that AR = RΛ and therefore R−1AR = Λ where Λ is

the diagonal matrix built with the eigenvalues ordered accordingly to the order chosen to place

the eigenvectors as columns of R. Note that any eigenvector can be multiplied by an arbitrary

nonzero complex number (as already noted, it is indeed more appropriate to speak about a one

dimensional eigensubspace) and the matrix R can be multiplied by any nonsingular diagonal
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matrix D to get another matrix that also diagonalizes A.

A similar process can be performed placing the left eigenvectors: building LH with the row

left eigenvectors, keeping of course the same order for the eigenvalues, to get LHA = ΛLH and

LHAL−H = Λ where L−H is the inverse of LH . Therefore we have LHAL−H = Λ = R−1AR =

DR−1ARD−1. This gives the equality

LHR = D.

The right and left vectors form two biorthogonal sets. Columns of R form a basis for the

contravariant vectors and rows of LH form its dual basis for the covariant vectors. There is

no natural normalization other than choosing D = I but this is a constraint on the LH and

R relation and leaves the freedom of choice for the amplitudes of the eigenvectors. The fact

that R and LH are dual bases for vectors and covectors indicates that they are in one-one

correspondence and there is no room for other linearly independent left eigenvectors possibly

associated to another eigenvalue. With the D = I choice, LH = R−1 and, from AR = RΛ, we

have (AR)−1 = (RΛ)−1, then R−1A−1 = Λ−1R−1, ΛR−1 = R−1A and, finally, ΛLH = LHA and

LH is indeed associated to the same eigenvalues than R.

Therefore we can define eigentriplets as the ordered sets (λ,uH ,v) of an eigenvalue and

its associated left and right eigenvectors.

A common particular case are the Hermitian matrices A = AH (or the self-adjoint operators

A = A∗). In this case, the eigenvalues are real and the adjoint problem for the left eigenvectors

reduces to Au = λu and LH = RH . It is therefore natural to take D = I and R as a unitary

matrix RHR = I. The Hermitian case is very comfortable since there is a simple one-one

correspondence between the right and left eigenvectors by Hermitian conjugation. Indeed,

these concepts are irrelevant in the Hermitian case and there is no ambiguity speaking about

eigenvectors.

In the non-Hermitian case, the distinction between the right and left eigenvectors is funda-

mental and there is no way to build a left eigenvector from its corresponding right eigenvectors.

The only possibility is to build all the left eigenvectors from all the right eigenvectors by in-

verting the R matrix. This procedure is in fact intractable in practice. Consider a huge finite

element discretisation: the larger eigenvalues just correspond to numerical noise and the com-

putation of the explicit inverse would just be a numerical abomination. Usually, only a quite

small subset of the eigenvectors are necessary for practical computations and the left eigen-

vectors will be computed by solving the eigenproblem provided by the Hermitian conjugate

matrix.

2.2 The linear operator pencils and the modal expansion

We consider now a generalized eigenvalue problem associated to the linear matrix pencil T (λ) =

A − λB (with B a nonsingular matrix). A right eigenvector and its eigenvalue are defined by

T (λ)v = Av−λBv = 0 and a left eigenvector and its eigenvalue are defined by uHT (λ) = uHA−
λuHB = 0, that is, using again LH , R, and Λ matrices, AR = BRΛ and LHA = ΛLHB. Using

an arbitrary nonsingular diagonal matrix D, we can write D−1LHAB−1L−HD = R−1B−1AR =
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Λ and therefore:

LHBR = D,

that is a B-weighted orthogonality.

To build a modal expansion for the family of operators T (z) = A − zB, we consider the

unknown vector x, the given source vector s, and a given complex number z (the excitation

frequency which is usually real) such that:

T (z)x = (A− zB)x = s.

We consider a modal development x =
∑

i xivi with unknown complex coefficients xi and right

eigenvectors vi associated to eigenvalues λi. We multiply the equation on the left by a left

eigenvector uHj to get: uHj T (z)x = uHj (A − zB)(
∑

i xivi) = uHj s =
∑

i xi(u
H
j Avi − zuHj Bvi).

We now use the fact that Avi = λiBvi and the B-weighted biorthogonality uHj Bvi = δi,ju
H
j Bvj

with δi,j, the Kronecker symbol and we thus have:

xj(λj − z)uHj Bvj = uHj s.

For any z in the resolvent set (i.e. not in the spectrum, z 6= λi,∀i), we can write

x =
∑
j

1

(λj − z)

uHj s

uHj Bvj
vj.

From this expression, we directly deduce the modal expansion of T (z)−1, the resolvent of T (z)

such that x = T (z)−1s:

T (z)−1 =
∑
j

1

(λj − z)

vju
H
j

uHj Bvj
.

The structure of this operator is probably more obvious using the bra-ket notation:

T (z)−1 =
∑
j

1

(λj − z)

|vj〉〈uj|
〈uj|Bvj〉

.

See [43] for applications of this formula in physics.

To have a flavor of modal expansion in the nonlinear eigenvalue problem case associated to

a more general holomorphic T (z) matrix, we can linearize this T (z). Given a fixed z0, we have

T (z) = T (z0) + (z − z0)T ′(z0) +O((z − z0)2) ≈ (T (z0)− z0T
′(z0)) + zT ′(z0)

and we have a local approximation of the resolvent using the expansion for a linear pencil with

A = T (z0)− z0T
′(z0) and B = −T ′(z0). This approximation is in fact very close to the result

provided by the Keldyš theorem introduced above.
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3 Time dispersion and rational interpolation

One of the main practical questions is the representation of the frequency dependent coefficient

involved in the T (z) operator. As a paradigmatic example, we consider the time dispersive

behaviour ε(ω) of the dispersive dielectric permittivity that is a function of the (angular)

frequency ω. A very simple model is that the electric field E and the electric polarisation

P are locally related by an ordinary differential equation
∑

k bk∂
k
t E =

∑
j aj∂

j
tP. In the

Fourier domain ∂t → iω, and the permittivity is therefore represented by a rational function of

frequency:

D = εE = ε0E + P = ε0(1 + χ(ω))E = (ε0 +

∑
j aj(iω)j∑
k bk(iω)k

)E.

This representation is compatible with the most common models for dielectrics and metals

in optics such as the Drude and Lorentz models and is a natural generalization of them.

It is also naturally causal with these rational functions made of real coefficients multiplying

powers of iω.

In system theory, rational approximation of frequency domain responses is a well estab-

lished technique [30] and a similar robust algorithm has been recently developed for electric

permittivity that provides very accurate approximations on wide ranges of real frequencies in

the optical domain from experimental measurements [27, 1] and respecting the Kramers-Kronig

constraints.

The obtained rational functions provide a natural analytical continuation of the media

characteristics to the complex plane that is necessary to deal with complex eigenvalues char-

acterizing the resonances of the photonic devices. Moreover, these analytical continuations

unveil the electron resonances in the bulk material. It is worth noting that these real functions

that are the trace of a complex meromorphic function on the real axis are very badly inter-

polated by polynomials when the rational interpolation naturally locates the poles by analytic

continuation.

As an example, we consider the function

f(x) =
e0.3x

(x+ 1)2 + 1
+

e0.2x

3(x− 1.5)2 + 1

that has 4 complex poles but is not a rational function. The polynomial interpolation on 9

equally spaced points:

fpol9(x) =− 0.000503751x8 + 0.000621437x7 + 0.0156374x6 − 0.0160013x5 − 0.146763x4

+ 0.0978923x3 + 0.377692x2 + 0.0103092x+ 0.629032

is completely wrong while rational interpolation on 7 points only

frat7(x) =
−0.0844279x3 − 0.0745097x2 + 0.992407x+ 0.629032

0.0840486x3 − 0.470427x2 + 0.897358x+ 1

gives a perfect result (Fig. 1). Moreover, in practice, the measurements performed to identify

a transfer function or a material property are made with real frequencies, but in the context of
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our dispersive model, we need the analytical continuation of the measured quantity. Materials

properties often turn out to have intrinsic resonances associated to poles in the correspond-

ing transfer function. The polynomial is irremediably without any poles while the rational

interpolation is matching the poles of the original function as shown on Fig. 2.
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Figure 1: Function f(x) (blue curve) compared with its interpolation (orange curve) by the
polynomial interpolation fpol9(x) (left) and by the rational interpolation frat7(x) (right) for real
values of x.

Figure 2: Analytical continuation of function f(x) (blue surface) in the positive imaginary part
half complex plane containing two poles compared with its interpolation (orange surface) by
the polynomial interpolation fpol9(x) (left) and by the rational interpolation frat7(x) (right) for
real values of x.

The degrees of the numerator and denominator are chosen to fit the data but there are

also physical constraints. For instance, it can be shown [45] that at very high frequencies, the

electric susceptibility χ(ω) decreases asymptotically as
1

ω2
.

Another advantage of the rational representation is that it is well suited to nonlinear eigen-

value algorithms [33].

The rational (causal) interpolation from measurements at real frequencies and its straight-

forward analytical continuation is a model that can certainly be applied to a lot of medium

characteristics in various fields of physics.

4 Polynomial matrix eigenvalue problems

In this section we determine the modal expansion of a polynomial dispersive operator T (z),

that is a matrix with coefficients that are polynomials of z, from its nonlinear eigentriplets.
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In the sequel, in order to simplify notations, the v’s will denote column vectors and the w’s

row vectors (here, we give up the explicit H superscript since there is no ambiguity and the

corresponding column vector is never used).

The polynomial eigenvalue problem can be put in the form A(λi)vi = (
∑m

k=0 λ
k
iLk)vi =

0 where m is the maximum degree of the polynomials involved in the coefficients, λi is an

eigenvalue and vi the corresponding n-dimensional (right) eigenvector (n is the number of

complex parameters in the discrete model). The Lk are n× n matrices with constant complex

coefficients. The eigenvalue problem can be linearized using the nm×nm companion matrix

A (also used to turn high order differential equations into a system of first order equations)

acting on an nm (column) vector:

Vλ(v) =


v

λv
...

λm−1v

 .

The corresponding linearized eigenvalue problem AVλ(v) = λVλ(v) provides a set of nm

eigenpairs (Vλi(vi), λi).

In practice, we are interested in simply reconstructing v, that corresponds to the physical

field, rather than Vλ(v) that contains a redundant information since it is entirely determined

by a (λ,v) pair. The vector space of the vectors v is of dimension n and the Vλ(v) are elements

of an nm dimension vector space, hence they are too many for the dimension n space and the

reconstruction of a v vector is necessarily not unique as it appears explicitly below.

In the non-Hermitian case, we also need the (left) eigenvectors such that wiA(λi) = 0.

Considering the (row) vectors Wλi(wi) = (wi λiwi · · · λm−1
i wi) and using the companion

matrix A, we have the equivalent linearized left eigenvalue problem Wλi(wi)A = λiWλi(wi).

Finally, eigentriplets (λi,Wλi ,Vλi) are obtained that can be used for a modal expansion

(we do not consider here the case of defective matrices) of A−1. Nevertheless, the interesting

result would be to express A(λ)−1 in terms of the (“small”) n-dimensional vectors vi and wi.

This computation has been performed by Lancaster [40, 41] sixty years ago for the study of

mechanical vibrations and gives:

A(λ)−1 =
nm∑
i=1

λri
λr

1

λ− λi
viwi

wiA′(λi)vi
for r = 0, · · · ,m− 1

where viwi is the matrix product between the column right eigenvector vi and the row left

eigenvector wi resulting in a square matrix, A′(λi) = dA(z)/dz |z=λi is the complex derivative

of A(λ) (obtained by taking the complex derivatives of the coefficients) evaluated at λ = λi.

We can see that we have m different expansions corresponding to the possible choices for r and

that for r = 0, we recover the particular case corresponding to the application of the Keldyš

theorem [60]. It is quite easy to see that these expansions can be linearly combined to replace

the factors
λri
λr

by
p(λi)

p(λ)
where p(x) is an arbitrary polynomial of degree up to m− 1.
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5 Rational matrix eigenvalue problems

In order to introduce the case with rational coefficients, we generalize the polynomial case by

considering a linear combination of the Lk constant matrices with scalar coefficients that are now

rational functions of the frequency instead of simple powers: A(λi)vi = (
∑m

k=1Rk(λi)Lk)vi = 0.

We define Rk(λ) =
Nk(λ)

Dk(λ)
with Nk the numerator polynomial of degree nk and Dk the denom-

inator polynomial of degree dk. We define Pk(λ) = Nk(λ)Lk, D(λ) =
∏m

i=1Di(λ) (polynomial

of degree d =
∑
di) and D̂k(λ) =

∏m
i=1
i 6=k

Di(λ) (polynomials of degrees d− dk).
Multiplying by D(λ), we turn the rational problem into a polynomial one: D(λ)A(λ) =∑m
k=1 D̂k(λ)Nk(λ)Lk =

∑m
k=1 D̂k(λ)Pk(λ) with a degree m = max(nk − dk + d).

We still consider the, now rational, nonlinear eigenvalue problem A(λi)vi = 0 (and the

corresponding left one). There are currently very efficient algorithms to solve them, as dis-

cussed in section 6. The corresponding polynomial problem D(λi)A(λi)vi = 0 shares the same

eigenvalues and eigenvectors. Indeed we suppose here that the λi are not roots of D(λ). These

roots correspond to bulk material resonances and play of course an important role in the phys-

ical systems under study. The roots of the Nk(λ)’s, corresponding e.g. to null permittivity,

may play an important role too but these questions do not interfere here. We now apply the

polynomial case expansion:

(D(λ)A(λ))−1 =
nm∑
i=1

p(λi)

p(λ)

1

λ− λi
viwi

wi(DA)′(λi)vi
.

We have: (DA)′(λi)vi = D′(λi)A(λi)vi +D(λi)A
′(λi)vi = D(λi)A

′(λi)vi. So we have:

A(λ)−1 =
nm∑
i=1

p(λi)D(λ)

p(λ)D(λi)

1

λ− λi
viwi

wiA′(λi)vi
.

This formula is very general and can be used in practice [52] but a simpler form will be worked

out without any loss of generality for all practical purposes. In order to obtain a simple

form similar to the one of the polynomial problem, we take p to be a multiple of D(λ) i.e.

p(λ) = q(λ)D(λ). The conditions of existence of the quotient polynomial q(λ) is that the

degree of p is larger than or equal to the degree of D(λ): m − 1 = max(nk − dk + d) − 1 ≤ d

that is max(nk − dk) ≤ 1. A sufficient condition is that at least one of the Dk has nk > dk and

the degree of q(λ) = nk − dk − 1 ≥ 0. Finally, we have:

A(λ)−1 =
nm∑
i=1

q(λi)

q(λ)

1

λ− λi
viwi

wiA′(λi)vi
.

In the case of Maxwell’s equations with dispersive permittivity, the relevant term in the

electric field wave equation is ω2ε(ω). We have seen that the susceptibility vanishes at very high

frequencies and the permittivity tends to a constant. It is therefore represented by a rational

function with the numerator and the denominator of the same degree. Finally, considering

the rational function for ω2ε(ω), we have nk − dk − 1 = 1. In this case, q(λ) = aλ + b. We
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have a one parameter family of expansions:
q(λi)

q(λ)
=

λi + c

λ+ c
, c ∈ C with the notable cases

c = 0 ⇒ q(λi)

q(λ)
=
λi
λ

, c → ∞ ⇒ q(λi)

q(λ)
= 1, and c = −λi ⇒

q(λi)

q(λ)
= 0 that remarkably cancels

the contribution of a particular resonance in the expansion [52].

6 Numerical computation of eigenvalues and eigenvec-

tors

The theory discussed in the previous two sections relies on the computation of the eigentriplets

(λi,wi,vi) of either a polynomial or rational eigenvalue problem. But care must be taken when

doing the computation in practice, since numerical difficulties may arise. In this section, we

point out several issues to consider, all of which have been addressed in the implementation of

solvers included in the SLEPc library [33] that we use for the results in next section.

The standard approach for solving polynomial eigenvalue problems is the linearization via

the companion matrix that was discussed in section 4. As mentioned, the linearization implies

an increase of the dimension by a factor m (the degree of the polynomial), which translates into

much higher memory requirements and computational cost. This issue can be avoided by using

a compact representation of the large subspace basis, expressed in terms of tensor products of

a basis of the small subspace [16]. A robust numerical implementation must also apply some

kind of scaling to equilibrate the norms of the coefficients Lk in case they differ wildly [16].

Another pitfall of polynomial eigensolvers based on linearization is that, in the case of

high degree m, the representation of the polynomial in terms of monomials, i.e., the successive

powers of λ, is not appropriate since the vectors Vλ(v) are then defined by scaling factors of

very different magnitude, which leads to numerical instability. It is possible to replace the

monomial basis by a more appropriate polynomial basis such as Chebyshev and others [16], but

each of them is appropriate only for the case that the wanted eigenvalues are located in certain

parts of the complex plane.

An alternative to polynomial eigensolvers based on linearization are eigensolvers that oper-

ate directly on the original space, such as Jacobi-Davidson [17] or contour integral methods.

Regarding the rational eigenproblem discussed in section 5, even though it is feasible to

transform the problem to a polynomial eigenproblem, the recommendation is not to proceed

this way, to avoid handling a high-degree polynomial. Instead, the rational matrix A(λ) can

be linearized directly, in a similar way to polynomial matrices, as is done by the NLEIGS

method [31, 16]. More precisely, NLEIGS is an algorithm intended for general nonlinear matrix-

valued functions (not only rational), that are first approximated by a rational matrix via inter-

polation and then the rational matrix is linearized. In the case that the input matrix-valued

function is already rational, the interpolation produces an equivalent rational representation,

with the benefit that scaling factors are introduced to avoid significant differences in matrix

norms. The dimension of the linearization is again m times larger, where m is now the value

defined in section 5. The implementation of NLEIGS in SLEPc [16] was used for the results

shown in the next section.
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The last comment is about computation of left eigenvectors wi. In SLEPc, not all eigen-

solvers are prepared to compute both right and left eigenvectors, in which case one should have

to solve both the direct problem and its adjoint. Luckily, SLEPc’s NLEIGS solver is imple-

mented in a way that both sets of eigenvectors are returned, even though this implies giving

up the compact representation and using a full basis for the large-dimensional space [16].

SLEPc’s solver objects hold the computed eigenvectors internally, and when the user re-

quests to multiply the resolvent by a vector it does so by implicitly applying the resolvent

formulas discussed previously, without forming the resolvent matrix explicitly. The accuracy

of the result will depend on how many eigentriplets have been computed, since the resolvent

expansion will include only those.

7 The physically agnostic expansion

7.1 A 2D example

O x

y

Figure 3: A rectangular box of size 2L × L enclosing two dispersive ellipses in a vacuum. A
source is located in (L/2, L/4).

Now let us consider a practical example and its numerical solution using (i) the direct im-

plementation, (ii) a physical expansion and (iii) the “physically agnostic” expansion considered

above. For instance, a rectangular perfectly conducting cavity is assumed to contain two dis-

persive ellipses and a simple oriented delta as a source (see left panel in Fig. 3). The TM case

(Ez = 0) is solved in this example, and we choose the vector unknown E = (Ex, Ey, 0) as this

case exhibiting surface plasmon and components discontinuities is more representative of the

3D case. The illustrative goal is to obtain the absorption spectrum, i.e. losses inside the dis-

persive media as a function of the source frequency denoted ωs. The traditional approach when

using frequency domain FEM is to loop over the collection of direct problems resulting from

the frequency sweeping in the vector propagation equation: −curl curlE+ (ωs/c)
2εr(r, ωs)E =

δ(xS, yS)x.

The relative permittivity εr(r, ω) of the problem is a function defined by parts, and it is

ruled by a Lorentz model εdr inside the dispersive ellipses

εdr(ω) = 1 +
a1

ω − ωp
+

a1

ω + ωp

and equal to 1 outside. The value of the real part of the pole ωp of the permittivity is chosen
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to be of the order of magnitude of the fundamental eigenfrequency of the bare cavity: ωp/η =

0.3− 0.025i and a1/η = −0.3 with η = 4πc/L.

A classical discretisation (see the mesh in the right panel of Fig. 3) using edge elements [21]

leads to the following matrix problem:

c2L1e + λ2
sL2e + λ2

sε
d
r(−iλs)L3e = p,

where e is the unknown, L1 is the stiffness matrix resulting from the curl curl term, L2 and L3 are

two mass matrices assembled in each material inside the box (freespace and the dispersive media

respectively) and p is the load vector corresponding to the source. Note that the frequency

dependence is factorized and solely appears in front of the discrete operators.

Figure 4: Summary of the two algorithms

The source free companion problem (p = 0) forms a rational eigenvalue problem as in-

troduced at the beginning of the previous section: A(λi)vi = (
∑m

k=1Rk(λi)Lk)vi = 0, where

R1 = c2, R2 = λ2
s and R3 = λ2

sε
d
r(−iλs).

Using the last expression of the resolvent found in the previous section, we now know that

the solution of our problem subject to a particular load vector p at the real frequency ωs can

be expanded as:

e = A(λs)
−1p.

The corresponding “physical” counterpart (i.e. at the continuous level and integral based)

of the expansion would be [52]:

E =
n∑
k=1

1

(λs − λk)

∫
Ω
Elk · (δ(xS, yS)x) dΩ∫

Ω
Elk ·

(
T′ε,µ(λk)Erk

)
dΩ

Erk.

We have implemented two strategies based on the two above formulas:
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• The “physical” one consists in several FEM runs (see the top path of Fig. 4):

– solving the left and right rational eigenvalue problems [18] one by one and saving

the eigenresults,

– computing all the overlap integral between the source and the left eigenvector in the

previous expression,

– computing the all the integrals at the denominator of the previous expression,

– postprocess the sum.

• The “physically agnostic” remains at the matrix level and consists in (see the bottom

path of Fig. 4):

– computing eigentriplets of the rational eigenvalue problem at once using a two-sided

solver from SLEPc,

– deducing the resolvent matrix directly also via SLEPc,

– applying the resolvent to all the pre-assembled source.

In practice, the open source Finite Element package ONELAB/Gmsh/GetDP (http://onelab.info) [25,

29] was used for the numerical experiments. The support of polynomial and rational eigenvalue

problems through the SLEPc library [33, 18] have recently been introduced [20] in GetDP and

even more recently we have introduced the support of the numerical resolvent-based expansions.

Im{E} : direct computation 

Im{E} : resolvent-based expansion

direct computation  

physical expansion

resolvent-based expansion

(335s)  

(320s*)

(154s*)

at

* computation time of the eigentriples apart

Figure 5: (Left) Absorption spectrum of the dispersive ellipses in log scale for the three ap-
proaches: direct computation in green color, “physical” integral-based expansion in red color
and the “physically agnostic” resolvent-based expansion in blue color. (Right) Imaginary part
of the electric field at ωs/η ≈ 0.2 for the direct case (top) and the expanded case (bottom).

Coming back to our example, the two expansion schemes are compared to the direct problem.

The number of eigenvalues computed for the expansions is 150 while the number of requested
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real driving frequencies is 200. The NLEIGS solver requires for the computation of eigenvalues

to specify a rectangular region of interest in the complex plane and a target within this region.

In this 2D closed case, the imaginary part of the spectrum is known to be bounded [14] and

lies in [Im{ωp/η}, 0], which gives the imaginary part interval of interest. Note that there are

two accumulation points of eigenvalues with imaginary parts Im{ωp/η} with corresponding

eigenvectors having spatial frequencies tending towards 0, which cannot be captured by any

mesh, so in practice the imaginary part interval of interest is chosen to be [0.8 Im{ωp/η}, 0]. As

for the real part interval, it should be chosen slightly larger than the real frequency range of

interest. The real part of the pole ωp of the dispersive permittivity εdr is centered in the range

of these driving frequencies. In other words, the expansion is performed in an ultra-dispersive

frequency regime. We are facing here a structure exhibiting both strong interacting material

and geometric resonances. The left part of Fig. 5 shows in log scale the Joule absorption inside

the dispersive rods for the direct computation (green curve), the ”physical” integral-based

expansion (red) and the ”physically agnostic” numerical resolvent-based expansion (blue). The

agreement between the three results is excellent. The only visible discrepancy occurs around

ωs/η ≈ 0.3 which corresponds to the real part of the pole ωp of the dispersive permittivity:

Indeed at this complex frequency the permittivity becomes infinite, and we expect there an

infinite accumulation of eigenvalues which obviously one cannot reach numerically [60, 20]. The

hypotheses of the Keldyš theorem stated in Sec. 1.2 are only partly fulfilled since one cannot

compute all the eigenvalues inside a given contour in the complex plane. Yet, this discrepancy

can be witnessed in log scale only and the reconstruction of the field by the expansions is

excellent as shown for a particular frequency in the right part of Fig. 5.

The computation times for performing the 200 expansions are given in the label of Fig. 5.

This 2D case leads to 12000 degrees of freedom, leading to 7 Gb RAM usage for the resolvent

based expansion. All the numerical examples in this paper were performed on a workstation

equipped with Intel Xeon 8180M @ 2.5 GHz processors. In spite of the fact that this case is

very favorable to the “physical” integral-based expansion since the numerical support of overlap

integrals between the source and the eigenvectors reduces to one single edge of the mesh, the

“physically” agnostic resolvent based expansion time is twice faster. Both expansion-based

approaches are faster than the direct simulations, but we excluded the computation time of the

eigenvalues themselves which took 600 s in this case. Moreover, as will be shown in the next

section, this last point does not remain true for larger 3D models.

7.2 A 3D example

After this convincing yet rather academic validation, we consider a realistic 3D example: a

square bi-periodic 3D structure made of frequency dispersive objects illuminated by a plane

wave as depicted in Fig. 6(a).

The objects are spheres arranged in a square lattice with lattice constant d. We are consid-

ering the Joule absorption by such an open structure as it is illuminated by a plane wave

of wavevector k = [0, 0,−ωs/c]T polarized along (Ox). The incident electric field writes

Ei = [exp(−izωs/c), 0, 0]T . As in the previous example, the relative permittivity εr(r, ω) of

the problem is a function defined by parts, and it is ruled by a Drude model εdr(ω) inside the
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Figure 6: (a) Sketch of the 3D structure. (b) Absorption spectrum. Green: direct computa-
tion. Orange: expansion. (c) Cut of the mesh of a unit cell used in the computation. The
tetrahedral elements constituting the dispersive sphere are depicted in orange color, those for
the surrounding air in blue color and those for the PMLs in grey color. (d) Spectrum of com-
plex eigenfrequencies of the structure (black pluses). The red cross shows the location of the
plasmonic accumulation point.

dispersive spheres:

εdr(ω) = 1− ω2
d

ω (ω − iγd)
and equal to 1 outside. Bearing in mind the normalization factor η = 2πc/d, the relevant

numerical values used in this example are the radius of the spheres r = d/2, the plasma

frequency ωd = 1.62/η and the damping γd = 0.02/η. Choosing d around 0.5 µm leads to

typical problems [19, 38] encountered in optics – refered to as plasmonic problems – where the

real part of the permittivity of the objects becomes negative.

The traditional route to compute the absorption spectrum of such a structure consists in a

frequency sweeping in the vector propagation equation to determine for instance the scattered

field defined as Es = E−Ei and solution of : −curl curlEs + (ωs/c)
2 εr(r, ωs)Es = (ωs/c)

2 (1−
εr(r, ωs))Ei. Note that the RHS term is far less trivial than in the previous example since it now

depends on both space and ωs. It is bounded inside the spherical objects. Bloch quasi-periodic

conditions are used to bound the computational domain along the periodic directions (Ox) and

(Oy) while Perfectly Matched Layers are used along the infinite direction (Oz). The absorption

spectrum A(ωs), normalized to the incident power, is postprocessed by computing the following

quantity A(ωs) = ωsε0Im{εdr(ωs)}/(2Pi)
∫

Ωs
|E|2 dΩ, where Pi is the incident power through a

unit cell. The absorption obtained using a direct conventional FEM method is shown in green

color in Fig. 6(b) while the absorption obtained after expansion (using the 750 modes shown
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in Fig. 6(c)) is shown in orange color.

The agreement between the two methods in this frequency range is satisfactory, but it was

nearly perfect in the previous academic 2D example. The main reason accounting for this

performance drop is the openness of the structure, i.e. the periodic structure couples to the

freespace continuum of modes. This is modelled by PMLs. The theoretical spectrum of a PML

medium is the real axis rotated by an angle corresponding to the prescribed damping. For a

numerical finite thickness PML, this line becomes discrete [56] so that the imaginary part of

the eigenvalues of such structures is no longer bounded as in the previous 2D academic case,

which makes the spectrum of the structure unbounded as well. As a consequence, there exists

an infinity of modes with associated eigenvalue away from the region of frequency of interest

that still contribute to the response of the structure.

However, the so-called plasmonic accumulation point of eigenfrequencies (εdr(ω) = −1, see

the red marker in Fig. 6(c)) allows to explain [38] the shape of the absorption spectrum more

that qualitatively. For this model, full second order edge element where used (40000 degrees

of freedom), the computation time for computing the direct problems (120 points) is 686 s.

The “physical” integral-based expansion took 5863 s while the “physically” agnostic resolvent-

based expansion took 2470 s (with 37Gb of RAM memory usage). Compared to the 2D case,

the matrices considered here are much larger and less sparse due to the higher connectivity of

3D elements. The computation times observed are different: the direct problem is now faster

to run (using the direct solver MUMPS [3]), but the “physically” agnostic resolvent-based

expansion is 2.4 faster than the “physical” integral-based expansion.

8 Conclusion

The quasi normal mode expansion (QNM) has shown to be a valuable tool in numerical modeling

and physical understanding of nanophotonic devices. The initial works have been performed in

the context of electrodynamics and optical properties of materials. We have gradually moved

towards a more abstract approach where it has appeared that several decades earlier researches

have already provided very general tools: the Keldyš theorem and the Lancaster work on

matrix polynomials [42]. The use of rational interpolation to take into account time dispersion

is completing the setup. As a consequence, the quasi normal mode expansions can be computed

independently physical nature of the considered problem, i.e. they are physically agnostic. We

have presented the implementation of this approach in the eigenproblem solver SLEPc where a

module is computing directly the expansion. This is avoiding a lot of heavy data transfers and

storage to the physical modeling level. We have taken as benchmark two photonic problems

computed with the FEM solver GetDP. The first one is a simple 2D academic problem and

the second one is a more realistic 3D example, a periodic open structure typically encountered

in electromagnetism. Compared with the implementation at the “physical level”, the two

approaches of the expansions are equivalent in accuracy but the “agnostic approach” is faster.

Finally, the output of this research is a very general open source tool that may be used outside

its initial application domain. With this tool, considering a new type of dispersive eigenproblem,

no extra work is required to code the expansion beyond the set up of the eigenproblem itself.
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