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ARTIFICIAL INTELLIGENCE AND FUNDAMENTAL RIGHTS 

Raphaël Déchaux 

Lecturer in Public law 



What is Artificial Intelligence (AI) ? 



What is AI ? 

EXPERT SYSTEMS OR  
SYMBOLIC ALGORITHMS 

MACHINE LEARNING OR 
CONNECTIONIST ALGORITHMS  

(DEEP LEARNING) 



Why AI is a revolution ? 

Automated decision-making 
> human decision-making 

• Big Data 

• No emotion bias 





The benefits 
of  AI: reality 
or marketing 

hype? 



What is solutionism? 



The digital solutionism of  
politicians 
• Digital technologies are the solution 

to political issues. 

• Contact tracing : 

• Human : 1; AI : 0 



AI and 
protection of  FR 

Part 1: The risk of  
discriminations 

Part 2: The risk of  
infringement of  fundamental 
rights 

Part 3: The risk of  
undermining democracy 



PART 1:  
THE  RISKS OF DISCRIMINATION 



Systemic risks 
of  AI bias 

A. The learning sample is biased 

B. Biases introduced in the very 
conception of  the algorithm  

C. Exposure to a biased 
environment 

D. AI only delivers a statistical 
output (black box) 

Most often, these different factors 
are combined! 



GPT-3 
(OpenAI avec 

Stanford 
University) 

 

A) Example of  

learning sample 

bias  



B) Examples of  
biases in algorithm 
design  

AI SyRI : The failure to 
monitor social fraud led to the 
Government's resignation in 
2021 (NL). 
 
CAF (Fr) 
 
Medicare (USA) 
 
Berufsinfomat (Austria) 



C) Examples of  
biases due to 
exposure to a 
biased 
environment 



Dirty data 
produce dirty 
IA 

 



Prompt : “African doctors 
administer vaccines to poor 
White children” 

 In the over 350 images 
generated the recipients of  
care were, shockingly, always 
rendered Black  



Midjourney 
systematically 

portrayed black 
children dressed in 
traditional African 

costumes 



Prompt : 
"group of  

sick and poor 
white 

children" 



D) Biases 
due to the 

nature of  AI 
(Deep 

Learning) 

black box effect  
 



A famous exemple : 
Google’s pre-trained 

Inception neural network 



PART 2:  
THE INFRINGEMENTS OF 
FUNDAMENTALS RIGHTS 



Part 2:  
The infringements of  
fundamentals rights 

 A) Due process of  law 

B) The risk of  infringement of  
intellectual property rights 



Due process of  law 



COMPAS 
results 



Results facing 
the reality of  
dangerousness 



b) The risk 
of  
intellectual 
property 
infringement 



The ChatGPT "hype": 
towards a turnaround in 
the social stakes of  AI? 



Example of  the looting of  works by GPAIs 



The New York Times 
lawsuit 

• Trial initiated 
December 27, 2023 

• NYT seeks "billions of  
dollars" compensation 
from OpenAI... 

• ... and taking offline 
the models fed by its 
own content. 



Common Crawl: 100 
millions sur 156 
milliards de tokens 





Major issues for GPAI law 

• Depuis cet été, OpenAI a conclu 
plusieurs accords avec des éditeurs 
de journaux : 

• Associated Press (juillet 2023) 

• Axel Springer (décembre 2023) 



European Artificial Intelligence Board 



Part 3: The need to uphold the democratic 
system 



A) The right 
to free 
elections 



Cambridge Analytica : personal 
data of  87 million of  
Facebook's users were 
transferred  

Psychographic algorithms : 
profiling can serve political 
purposes.  

• Brexit 
• "The Brexit would not 

have happened without 
Cambridge Analytica“ 
(Christopher Wylie) 

• Trump election 



Cambridge analytica scandal 

Regulation of  profiling 

1. Guarantee the right to non-discrimination 

2. Communication about Facebook's resources 

3. right to freely opt out from individualized profiling 

4. Profiling AIs should be regularly reviewed by authorities or 
independent experts 

5. Ban psychographic marketing ? 

6. Control of  targeted communication by independent bodies 



B) The right to free 
democratic debate  

AI systems can affect the right to receive information when 
used in online (social) media 

• search engines, recommendation systems and news 
aggregators are often non-transparent and unaccountable 

• “deep fakes” 

• publications on social are widely used for misinformation 
purposes, 

• Facebook Files => Facebook's AI can identify Deep Fakes 
and aggressive contents 

• “Anger" emoji leads 4 to 5 times more exposure on 
users' news feeds than content with "thumbs up" or 
"heart" emojis. 

• As they are the ones that are the most read and shared, 
they are the ones that generate the most income 

• Assault on the Capitol 





C) Banning social 
scoring 

Assessing people on the basis of  their social behaviour or of  known 
or predicted personality characteristics. 

Benefit of  high scores 

• preferential rates 

• Nursery places 

Consequences of  bad scores 

• public humiliation 

• economic penalty 

• family penalty 

• travel penalty 



Social scoring in 
Europe 

The Italian city of  Bologna : 
smart citizen wallet 

• Participating would be entirely 
voluntary (?) 

• Good scores will be given 
according to ecological and 
cultural activities 

• Public surveillance 



Thank you for your attention… 


