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Abstract. We study the Rellich type theorem (RT) for the Maxwell operator

ĤD = D̂Ĥ0 on Z3 with constant anisotropic medium, i.e. the permittivity

and permeability of which are non-scalar constant diagonal matrices. We also

study the unique continuation theorem for the perturbed Maxwell operator

ĤDp = D̂pĤ0 on Z3 where the permittivity and permeability are locally

perturbed from a constant matrix on a compact set in Z3. It then implies that,

if ĤD − λ satisfies (RT), then all distributions û in Besov space B∗
0(Z

3;C3)

satisfying the equation (ĤDp − λ)û = 0 outside a compact set vanish near

infinity.
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1. Introduction

1.1. Presentation and Main results. We are interested in the Rellich type the-

orem (RT) for the discrete Maxwell operator ĤD defined on the square lattice Z3.

Let ε and µ be the permittivity and the permeability in the ambient space Z3, which

are the 3× 3 constant diagonal matrices with diagonal elements, ε1, ε2, ε3 ∈ (0,∞)

for ε, and µ1, µ2, µ3 ∈ (0,∞) for µ. Letting Ĥ0 be the isotropic discrete Maxwell

operator with ε = µ = I3×3, the anisotropic Maxwell operator is defined by

ĤD = D̂Ĥ0,

where we set

D̂ =

(
ε 03×3

03×3 µ

)
.

We define the Besov type space

B∗
0(Z

d;Cm) := {û : Zd → Cm | lim
R→∞

1

R

∑
n: |n|<R

|û(n)|2 = 0}.

We say that (RT) holds for ĤD at λ ∈ R if û ∈ B∗
0(Z

3;C6) satisfying the equation

(1.1) (ĤD − λ)û (n) = 0

outside a compact set in Z3 vanishes on {n ∈ Z3 | |n| > R} for some constant R > 0.

(RT) is usually combined with the unique continuation property (UCP) in exterior
1
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domains of Z3. Let us consider the perturbed Maxwell operator ĤDp = D̂pĤ0 in

an exterior domain Kext, where D̂p is a perturbation of D̂, i.e.,

D̂p :=

(
ε̃ 03×3

03×3 µ̃

)
,

ε̃j(n) > 0, µ̃j(n) > 0 for 1 ≤ j ≤ 3 and n ∈ Z3, and V̂ := D̂p − D̂ has compact

support. The exterior domain has the form Kext := Z3 \Kint where Kint ⊂ Z3 is

bounded. We say that (UCP) holds for the operator (ĤDp − λ) in Kext if for all û

with compact support in Z3 satisfying (ĤDp − λ)û = 0 in Kext, we have û = 0 in

Kext.

A first interest of (RT) appears in the spectral analysis of the self-adjoint operator

ĤD. The point spectrum σp(Ĥ
D) is known to be {0} by the conjugate operator

method in [5], however, an alternative proof can be obtained by using the simpler

tools of (RT) and (UCP). A second interest of (RT) is found in the application

to inverse problems similar to those studied in [1] for the Schrödinger operator on

lattices.

Following the methods in [4], [2], we pass to the Fourier series and considerHD =

D̂H0, which is a multiplication operator on the real torus T3 ≈ (R/(2πZ))3. The

operator HD is then represented by the analytically fibered self-adjoint operator

T3 ∋ x 7→ HD(x) = D̂H0(x) whereH0(x) is a 6×6 real symmetric matrix depending

on the variable y = (y1, y2, y3), yi = sinxi only (see (2.1)). Equation (1.1) is then

equivalent to

(1.2) (HD − λ)u = f,

where f is a trigonometric polynomial of the variable x ∈ T3, and where (1.2) has to

be taken in the sense of distributions. Using the correspondence û ∈ B∗
0(Z

3) ⇐⇒
u ∈ B∗

0(T3), the problems is reduced to the Besov space in terms of the variable x.

Multiplying (1.2) by the cofactor matrix of HD(x)− λ leads to the equation

(1.3) q(·;λ)u = g on T3,

where q(x;λ) := det(HD(x) − λ) and g is a trigonometric polynomial. Let us

recall the factorization of q(x;λ) and the spectral analysis of HD(x) (see [5]). The

spectrum σ(HD(x)) of HD(x) depends on z = (z1, z2, z3), zi = sin2 xi only, and

q(x;λ) is a polynomial of z and λ, which we denote by p(z;λ). We write the diagonal

matrices ε = (ε1, ε2, ε3), µ = (µ1, µ2, µ3) and put:

(1.4)

β := ε× µ = (β1, β2, β3)

αi := (εjµk + εkµj)/2,

γi := εjεkµjµk,

where (i, j, k) ranges over the cyclic permutations of (1, 2, 3), and α := (α1, α2, α3).

We then have

(1.5) q(x;λ) = p(z;λ) = λ2
(
λ4 − 2λ2Ψ0(z) + Ψ2

0(z)−K0(z)
)
,
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where we put

(1.6)
K0(z) :=

1

4

3∑
i=1

(βizi)
2 − 1

2

∑
1≤i<j≤3

βiβjzizj ,

Ψ0(z) := α · z = α1z1 + c.p..

Then, p(z;λ) is rewritten as:

p(z;λ) = λ2(τ+(z)− λ2)(τ−(z)− λ2),

where we put:

(1.7) τ±(z) := Ψ0(z)±
√

K0(z).

In [5], it is shown that τ−(z) ≥ 0 for all z ∈ [0,+∞)3, and that

σ(HD(x)) = {−
√

τ+(z),−
√

τ−(z), 0,
√
τ−(z),

√
τ+(z)}, x ∈ T3.

We put

λ± = max
[0,1]3

√
τ±(z).

Note that λ+ ≥ λ− > 0. We put

B0 := {(0, 0, 0)},
B3 := {β ∈ R3 | β1β2β3 ̸= 0},
B12 := R3 \ (B0 ∪B3).

Our main result is stated in terms of the parameter β = ε× µ and λ±.

Theorem 1.1. (RT) for ĤD holds at λ in each of the following cases:

(1) β ∈ B0 and 0 < |λ| < λ+,

(2) β ∈ B3 and 0 < |λ| < λ+,

(3) β ∈ B12 and 0 < |λ| < λ−.

Since λ− < λ+ if β ∈ B3, the case (3) in Theorem 1.1 is critical.

Theorem 1.2. Assume β ∈ B12 and |λ| > λ−. Then (RT) for ĤD fails at λ.

Remark 1.1. Even in the situation of Theorem 1.2 the following fact holds. Let

λ ∈ (λ−, λ+), and u ∈ B∗
0(T3) be such that (HD−λ)u is a trigonometric polynomial

of x ∈ T3. Then (τ−(z) − λ2)u(x) is a trigonometric polynomial of x ∈ T3. We

consequently obtain the following result.

Proposition 1.3. Assume β ∈ B12 and |λ| > λ−. Let û ∈ B∗
0(Z

3) such that

(ĤDp − λ)û = 0 and û ̸= 0. Then, û ∈ l2(Z3) is an eigenvector of ĤD associated

with the eigenvalue λ.

The results of [5] show that σp(Ĥ
D) = {0}; hence, if λ ̸= 0 then (UCP) holds

for the unperturbed operator ĤD − λ in the whole Z3. Nevertheless (UCP) does

not hold for ĤD in Z3 since the kernel of ĤD contains trigonometric polynomials.

To consider the exterior domain, we restrict ourselves to the situation where Kint

is a compact convex set.
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Theorem 1.4. Assume λ ̸= 0 and let Kint be a compact convex set of Z3. Then

(UCP) holds for the operator ĤDp − λ in Kext := Z3 \Kint.

Corollary 1.5. Let λ ̸= 0 and Kext be as in Theorem 1.4. Assume that (RT) for

ĤD holds at λ. Let û ∈ B∗
0(Z

3) be a solution of (ĤDp − λ)û = 0 in Kext. Then û

vanishes in Kext.

Remark 1.2. The proof of Theorem 1.4 shows that Theorem 1.4 and so Corollary

1.5 extend to the case where ĤDp is anisotropic, the perturbation D̂p− D̂ being any

operator of multiplication by real or complex valued function with compact support

such that, for all n, D̂p(n) is a self-adjoint positive matrix. Nevertheless, it is

difficult to extend Corollary 1.5 to the operator (ĤD+V̂ −λ), where V̂ is an operator

of multiplication on Z3 with compact support, since (UCP) fails for Ĥ0. In fact, the

trigonometric polynomial, ϕ+(x) := (y, 0R3) (we can choose also ϕ−(x) := (0R3 , y))

∈ R6 is an eigenmode for H0 (and so for HD) associated with the eigenvalue 0, then

(UCP) obviously fails for Ĥ0 in the whole space Z3. We then have the following

general negative result.

Let λ ∈ R. Then there exists a compactly supported multiplication operator V̂

and a compactly supported eigenmode û of Ĥ0 + V̂ associated with the eigenvalue

λ, i.e.,

(Ĥ0 + V̂ − λ)û = 0.

In fact, setting u = ϕ+ and V̂ = λ · 1supp û, the conclusion follows.

1.2. Plan of the paper. In §2 we give the definition of the discrete Maxwell

operator, and recall its main spectral properties. In §3 we state Theorem 3.1 which

is a very slight extension of results in [4], [2]. We then give a proof of Theorem

3.1. In §4 we describe the Fermi surface MC(q(·;λ)). The analysis begins with

the description of the Fermi surface MC(p(·;λ)) which is simpler since the function

p(·;λ) is a polynomial of second order of the variable z. Then, we obtain the

description of MC(q(·;λ)), thanks to the key-lemma Lemma 4.8 notably. In §5 we

give the proofs of Theorems 1.1,1.2,1.4, Proposition 1.3 and Corollary1.5.

Notations. We use the following notations. For n = (n1, . . . , nd) ∈ Zd we set

|n| =
∑d

j=1 |nj |. For a map f : R → R (respect., a function from T1 into R1), we

denote by f again the mapping Rd (respectively, Td) ∋ x 7→ (f(x1), . . . , f(xd)) ∈
Rd. If E ⊂ Td or E ⊂ Rd we denote by f(E) the set {f(x) | x ∈ E}. In particular

we set, for x ∈ Td
C ∪Cd,

(1.8)
y := sinx = (sinx1, . . . , sinxd),

z := (sin2 x1, . . . , sin
2 xd).

We use the abreviated expression ”+ c.p.” in a computation to indicate that the

value is the addition of the two other similar terms obtained by two successive

permutations of 1 → 2 → 3 → 1. For example, an expression written as p1 + q23+
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c.p. is the sum equal to p1 + q23 + p2 + q31 + p3 + q12. For Ẽ ⊂ Td
C ∪Cd, we set

sin2(Ẽ) = {z ∈ Cd | x ∈ Ẽ}, and letting E ⊂ Cd we set (sin2C)
−1(E) = {x ∈ Cd |

z ∈ E} and (sin2T)
−1(E) = {x ∈ Td

C | z ∈ E}. We denote by C∞
c (E) the space of

real C∞ functions defined in E with compact support in E. For m ≥ 1 we denote by

(e1, . . . , em) the standard basis of Rm or of Cm. The spaces Rm, Cm are equipped

with the inner product

< f, g >Rm :=

m∑
j=1

fjgj , f = (fj)1≤j≤m, g = (gj)1≤j≤m,

< f, g >Cm :=

m∑
j=1

fjgj , f = (fj)1≤j≤m, g = (gj)1≤j≤m.

(The formula for < f, g >Rm extends to the case where fj and gj are complex

valued.) If E ⊂ Rm (respect., E ⊂ Cm) then we denote E⊥ := {g ∈ Rm |
< f, g >Rm= 0, ∀f ∈ E} (respect., E⊥C := {g ∈ Cm | < f, g >Cm= 0, ∀f ∈ E}).
The Besov space B∗

0(Td;Cm), simply denoted by B∗
0(Td), is the space of tempered

distributions u ∈ S ′(Td;Cm) such that û ∈ B∗
0(Z

d).

If A is a n × p matrix with real coefficients we denote ImA := A(Rp) ⊂ Rn,

ImCA := A(Cp) ⊂ Cn, r = rank(A) := dim(ImA).

2. The discrete-Maxwell Operator

2.1. Description by Fourier series. Let Z3 = {n = (n1, n2, n3) | nj ∈ Z},
T3 ≈ (R/(2πZ))3 and U be the unitary transform between L2(T3) and l2(Z3):

(Uf)(n) := f̂(n) = (2π)−
3
2

∫
T3

einxf(x) dx, n ∈ Z3,

so that any f ∈ L2(T3) can be written

f(x) = (U∗f̂)(x) := (2π)−
3
2

∑
n∈Z3

e−inxf̂(n), x ∈ T3.

The isotropic discrete Maxwell operator is a bounded operatorH0 onH = (L2(T3;C))6

defined by

Ĥ0 = UH0U
∗,

where H0 is the operator of multiplication by the real symmetric 6× 6 matrix:

(2.1) H0(x) :=

(
03×3 M̃(y)

−M̃(y) 03×3

)
∈ R6, x ∈ T3,

where y = sinx (see (1.8)) and M̃(y) is the real anti-symmetric 3× 3 matrix:

M̃(y) :=

 0 −y3 y2
y3 0 −y1
−y2 y1 0

 , y ∈ R3.
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Then H0 is a bounded self-adjoint operator on H = L2(T3,dx;C6) with the inner

product

(u, v) :=

∫
T3

< u(x), v(x) >C6 dx =

∫
T3

6∑
j=1

uj(x)vj(x) dx.

The anisotropic discrete-Maxwell operator is defined by

ĤD := D̂Ĥ0,

with

D̂ :=

(
ε 03×3

03×3 µ

)
.

We set HD := U∗ĤDU so, since D̂ is constant,

HD = U∗(D̂Ĥ0)U = D̂U∗Ĥ0U = D̂H0.

The relation

(D̂−1HDu, v)H = (H0u, v)H

shows that the operator HD is bounded and self-adjoint on the space HD = H
equipped with the hilbertian product

(u, v)HD := (D̂−1u, v) =

∫
T3

< D̂−1u(x), v(x) >C6 dx.

We write

HD =

∫ ⊕

T3

HD(x) dx,

where HD(x) is self-adjoint on C6 equipped with the inner product

< u(x), v(x) >C6,D:=< D̂−1u(x), v(x) >C6 .

2.2. Spectrum of HD(x). Since HD(x) depends only on the variable y = sinx

we write HD(x) = hD(y). In this part we consider a more general case y ∈ R3, so

z ∈ [0,+∞)3 where zj = y2j . We recall some results in [5] using the notations β, α

in (1.4). Since β ·ε = 0 and εi > 0 for all 1 ≤ i ≤ 3 then there exists 1 ≤ j ≤ 3 such

that βjβi ≤ 0 and βkβi ≥ 0 for i, k ̸= j. If two of the βj ’s vanish then β vanishes.

Moreover β is replaced by −β if ε and µ are exchanged, which involves the same

analysis. Hence if β ̸= 0 then we can assume without loss of generality that

(A0): β1 ≥ β2 > 0 > β3 or β1 > β2 = 0 > β3.

Let us observe that τ±(z) defined by (1.7) satisfy

τ+(z) ≥ τ−(z) > 0 z ∈ [0,+∞)3 \ {0R3}.

Proposition 2.1. (Spectrum of hD(y).) If y = 0R3 then hD(y) = 06×6.

Let y ∈ R3 \ {0R3}. Then 0 ∈ σ(hD(y)) has multiplicity two with eigenvectors

(y1, y2, y3, 0, 0, 0) = y ⊗ 0C3 and (0, 0, 0, y1, y2, y3) = 0C3 ⊗ y.

1) Assume β = 0 and y ∈ R3 \ {0R3}. Then, K0 ≡ 0 and all the eigenvalues have

multiplicity two. Moreover, the nonzero eigenvalues of hD(y) are

±
√
Ψ0(z) = ±

√
ε2µ3z1 + ε3µ1z2 + ε1µ2z3,
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where zj := y2j hence z ∈ [0,∞)3 \ {0R3}.
2) Assume β ̸= 0 (so (A0) holds) and y ∈ R3 \ {0R3}. Then the nonzero

eigenvalues of hD(y) are

•
√

τ+(z) and −
√
τ+(z), simple iff K0(z) ̸= 0,

•
√
τ−(z) and −

√
τ−(z), simple iff K0(z) ̸= 0.

•
√

τ+(z) =
√
τ−(z) and −

√
τ+(z) = −

√
τ−(z), double iff K0(z) = 0.

If, in addition, β2 = 0, then, τ+ and τ− are linear with respect to z:

τ+(z) = ε2µ3z1 + ε3µ1z2 + ε2µ1z3,

τ−(z) = ε3µ2z1 + ε3µ1z2 + ε1µ2z3.

By Proposition 2.1, we observe that: If (z1, z3) ̸= 0R2 , then the nonzero eigenval-

ues of hD(y) are ±
√
τ+(z), simple. If (z1, z3) = 0R2 and z2 ̸= 0, then the nonzero

eigenvalues of hD(y) are

±
√
τ+(z) = ±

√
τ−(z) = ±

√
α2|y2| = ±√

ε3µ1|y2|,

2.3. Spectrum of HD. We set

λ± := max
[0,1]3

√
τ±(z).

The following result is proved in [5].

Proposition 2.2. (1) The spectrum of HD is σ(HD) = [−λ+, λ+].

(2) The pure point spectrum is σpp(Ĥ
D) = {0} and the eigenvalue 0 of ĤD has

infinite multiplicity.

(3) The singular continuous spectrum of ĤD is empty.

Remark 2.1. We have, in addition,

(1) λ+ =
√

τ+(1, 1, 1), λ− = max{
√
τ−(1, 1, 1),

√
τ−(1, 1, 0)}.

(2) If β ̸= 0 then λ+ > λ−.

3. A general tool for the proof of Rellich’s property

We apply to (1.3) the following general result.

Theorem 3.1. Let m ≥ 1, Q a scalar trigonometric polynomial of x ∈ Td, d ≥ 2

satisfying Q(x) = Q(x), x ∈ Td. Consider the complex d-dimensional torus Td
C,

extend analytically Q to Td
C, and set

MC(Q) := {x ∈ Td
C | Q(x) = 0},

MC
sgn(Q) := {x ∈ Td

C | Q(x) = 0, ∇Q(x) = 0},
MC

reg(Q) := MC(Q) \MC
sgn(Q).

Assume

(A-1-1)(Q): MC
sgn(Q) (⊂ Td

C ≈ (T×R)d) has Hausdorff (2d− 1)-measure zero,

(A-1-2)(Q): MC
sgn(Q) ∩ Td is discrete,

(A-2)(Q): Each connected component of MC
reg(Q) intersects Td and the intersec-

tion is a (d− 1)-dimensional real analytic submanifold of Td.
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Let u ∈ B∗
0(Td) be a solution of the equation

(3.1) Qu = g on Td,

where g is a trigonometric polynomial of x ∈ Td with values in Cm. Then u is a

trigonometric polynomial.

Proof. Lemma 5.2 of [2] shows that u ∈ C∞(Td\MC
sgn(Q)) and g = 0 on MC

reg(Q)∩
Td. Lemma 5.3 of [2] shows that g = 0 on MC

reg(Q). Let us define the meromorphic

function v(x) := g(x)/p(x) for x ∈ Td
C\MC(Q). The proof of [2, Lemma 5.4]) shows

that v extends continuously to Td
C. In fact this proof is based on Assumption

(A-1)’(Q) (i.e., MC
sgn(Q) is discrete) which is stronger than (A-1-1)-(A-1-2)(Q).

However [2, Lemma 5.3], which does not use Assumption (A-1)’(Q), implies that

v is analytic near MC
reg(Q) and the singularities of v are localized in MC

sgn(Q).

Thanks to (A-1-1), the closed set MC
sgn(Q) is negligible in the sense of Shiffman in

[6] and [7], which means that v extends analytically to Td
C (see also [3] and [8]).

Let us set u′ = u − v|Td . Thus, u′ belongs to B∗
0(Td) and satisfies suppu′ ⊂

Td ∩MC
sgn(Q). Therefore, thanks to Assumption (A-1-2), suppu′ is discrete. Let

us prove u′ = 0. In fact, if u′ ̸= 0, then there exists x∗ ∈ suppu′. Let χ be a smooth

cut-off function on Td such that supp (χu′) ⊂ {x∗} and χ(x∗) ̸= 0. We then use

the following equivalent characterization of B∗
0(Td) (see [4]). Take a C∞-partition

of unity {χl}1≤l≤L on Td where the support of χl is sufficiently small. Then

B∗
0(Td;Cm) := {w ∈ S ′(Td;Cm) | χlw ∈ B∗

0(R
d;Cm)},

where

B∗
0(R

d;Cm) := {w ∈ S ′(Rd;Cm) | lim
R→+∞

1

R

∫
|ξ|<R

|w(ξ)|2dξ = 0}.

Let l be such that χl(x
∗) ̸= 0. Thus u′′ := χlχu

′ belongs to B∗
0(R

d;Cm) and is a

finite linear combination of derivatives of Dirac distribution δx∗ :

u′′ =
∑

|α|≤N

bα∂αδx∗ ,

where N ≥ 0 and {bα}|α|=N ̸= {0}. Let ũ′′
N (ξ) be the Fourier transform of u′′

N :=∑
|α|=N bα∂

αδx∗ . It satisfies

ũ′′
N (ξ) := (2π)−d/2

∑
|α|=N

bαξ
αeiξx

∗
, ξ ∈ Rd.

Putting ξ = |ξ|ω with ω ∈ Sd−1, we get

1

R

∫
|ξ|<R

|ũ′′
N (ξ)|2 dξ = (2π)−d/2 1

R

∫ R

0

(∫
Sd−1

|
∑

|α|=N

bαω
α|2 dω

)
t2N+d−1 dt

= (2π)−d/2R2N+d−2

∫
Sd−1

|
∑

|α|=N

bαω
α|2 dω

= CR2N+d−2
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with C > 0, since {bα}|α|=N ̸= {0}. A similar calculation shows that

1

R

∫
|ξ|<R

|ũ′′(ξ)− ũ′′
N (ξ)|2 dξ = O(R2N+d−4).

We thus have
1

R

∫
|ξ|<R

|ũ′′(ξ)|2 dξ ≈ R2N+d−2.

It contradicts u′′ ∈ B∗
0(R

d;Cm). Hence u′ = 0 and u = v|Td is a trigonometric

polynomial. □

Remark 3.1. 1) Theorem 3.1 is a slight improvement of results in [2] and [4],

where Assumption (A-1-1)-(A-1-2) is replaced by: (A-1)’(Q): MC
sgn(Q) is discrete.

2) Theorem 1.1 for the second case follows from Conditions (A-1-1)-(A-1-2) by

taking Q to be q(·;λ) in Theorem 3.1 but not from Condition (A-1)’(q(·;λ)) of [2]

and [4], which is not fullfield.

4. Properties of the complex Fermi variety

4.1. Properties in the complex variable z. We consider λ ∈ R∗. Thanks to

(1.5) we write

(4.1) p(z;λ)/λ2 = Az · z + b · z + c z ∈ C3,

where we put

(4.2) A :=

 γ1 ε3µ3α3 ε2µ2α2

ε3µ3α3 γ2 ε1µ1α1

ε2µ2α2 ε1µ1α1 γ3

 , b := −2λ2α, c := λ4,

and γi is defined by (1.4).

We state analytic properties of the variety defined by the polynomial p(·;λ) in a

slightly general form. We consider a polynomial of the form P (z) = Az ·z+b ·z+c,

z ∈ Cd, where A is a real symmetric d × d matrix, b ∈ Rd, c ∈ R. We set the

complex analytic varietyMC(P ) := {z ∈ Cd | P (z) = 0}, MC
sgn(P ) := {z ∈ MC(P )

| ∇P (z) = 0} the singular part and MC
reg(P ) := MC(P )\MC

sgn(P ) the regular part.

Lemma 4.1. (1) Assume A = 0, b ̸= 0. Then MC
sgn(P ) = ∅ and MC

reg(P ) =

MC(P ) is a (d−1)-dimensional connected analytic submanifold of Cd. In addition,

MC
reg(P ) ∩Rd is a (d− 1)-dimensional real analytic submanifold of Rd.

(2) Assume A ≠ 0. Then:

(2-1) Assume b ̸∈ ImA. Then, MC
sgn(P ) = ∅, MC(P ) = MC

reg(P ) is an analytic

connected manifold of dimension d − 1 and the intersection MC
reg(P ) ∩ Rd is a

(d− 1)-dimensional real analytic submanifold of Rd.

(2-2) Assume b ∈ ImA. Then there exists a unique vector z0 ∈ ImCA such that

Az0 = −b/2. In addition, z0 ∈ Rd. Furthermore, setting c∗ := Az0 · z0 = −bz0/2

and c′ := c− c∗, the following assertions (2-2-1) and (2-2-2) hold.

(2-2-1) Assume c ̸= c∗. Then MC
sgn(P ) is void and MC(P ) = MC

reg(P ). Moreover,
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(1) Assume 0 < s = r and c > c∗, or 0 = s < r and c < c∗. Then, MC(P )

does not intersect Rd.

(2) Assume 0 ≤ s < r and c > c∗, or 0 < s ≤ r and c < c∗.

- Assume r ≥ 2. Then MC(P ) is a (d− 1)-dimensional connected complex

analytic submanifold of Cd and MC(P ) ∩Rd is a (d− 1)-dimensional real

analytic submanifold of Rd.

- Assume r = 1. Assume s = 0 and c > c∗ or s = 1 and c < c∗. Then

MC(P ) has two connected components which are (d− 1)-dimensional con-

nected complex analytic submanifolds of Cd whose intersection with Rd are

(d− 1)-dimensional real analytic submanifolds of Rd.

(2-2-2) Assume c = c∗. Then, MC
sgn(P ) is a (d− r)-dimensional complex analytic

submanifold of Cd and the intersection MC
sgn(P )∩Rd is a (d− r)-dimensional real

analytic submanifold of Rd. Moreover,

- Assume r = d. Then MC
sgn(P ) = {0Cd} and MC

reg(P ) is a connected (d − 1)-

dimensional submanifold of Cd.

(1) Assume s = 0 (i.e. A < 0) or s = r (i.e. A > 0). Then MC
reg(P )∩Rd = ∅.

(2) Assume 1 ≤ s ≤ d − 1 (and r = d). Then MC
reg(P ) ∩ Rd is a (d − 1)-

dimensional real analytic submanifold of Rd.

- Assume r = d− 1.

(1) Assume s = 0 (i.e. A ≤ 0) or s = r (i.e. A ≥ 0). Then MC
reg(P )∩Rd = ∅.

(2) Assume 1 ≤ s ≤ d−1 (and r = d−1). If d > 3 then MC
reg(P ) is a connected

(d − 1)-dimensional submanifold of Cd and MC
reg(P ) ∩ Rd is a (d − 1)-

dimensional real analytic submanifold of Rd. If d = 3 then MC
reg(P ) admits

two connected components: MC
reg(P ) = MC(P+)′ ∪MC(P−)′, where each

MC(P±)′ is a two-dimensional submanifold of C3 and each MC(P±)′∩R3

is a two-dimensional real analytic submanifold of R3.

Proof. (1) (Case A = 0, b ̸= 0.) This is obvious.

(2) (Case A ̸= 0.) We observe that if it is not void, then MC
reg(P ) is an analytic

manifold of dimension d− 1. If MC
sgn(P ) ̸= ∅, then MC

sgn(P ) is a smooth manifold,

since its singular part,

MC
sgn,sgn(P ) = {z ∈ Cd | P (z) = 0, ∇P (z) = 0, D2P (z) = 0}

is necessarily void (we have z ∈ MC
sgn,sgn(P ) iff A = 0, b = 0, c = 0, which is

forbidden). Moreover, MC
sgn(P ) is characterized by the equations Az = −b/2, b ·

z/2+c = 0. Let (s, r−s) be the signature of the quadratic form z 7→ Az ·z. Gauss’s

reduction provides a real linear change of coordinates on z, so we can assume that

A is diagonal and Az · z =
∑s

j=1 z
2
j −

∑r
j=s+1 z

2
j . The equation of MC(P ) is then

(4.3) MC(P ) :

d∑
j=1

ajz
2
j +

d∑
j=1

bjzj + c = 0,
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with aj = 1 if j ≤ s, aj = −1 if s < j ≤ r, aj = 0 if j > r. The equations of MC
sgn

are:

MC
sgn(P ) :

d∑
j=1

ajz
2
j +

d∑
j=1

bjzj + c = 0, and 2ajzj + bj = 0 ∀j.

(2-1) (Case b ̸∈ ImA.) Hence, r < d and there exists j0 > r such that bj0 ̸= 0.

Thus MC
sgn(P ) = ∅ and MC(P ) = MC

reg(P ) is an analytic manifold of dimension

d− 1. Moreover the equation of MC(P ) becomes

zj0 =
−1

bj0
(

r∑
j=1

z2j +

d∑
j=r+1, j ̸=j0

bjzj + c),

which shows that MC(P ) is connected and that MC(P )∩Rd has dimension d− 1.

This proves the assertion.

(2-2) (Case b ∈ ImA.) We denote ImCA = {Az | z ∈ Cd}, kerC A = {z ∈ Cd |
Az = 0} and kerA = kerC A ∩Rd. We recall that, since A is real symmetric, we

then have ImA := {Az | z ∈ Rd} = (kerA)⊥, ImCA = (kerC A)⊥C , and

Rd = ImA⊕ kerA, Cd = ImCA⊕ kerC A.

Hence, A is an automorphism on ImCA. It implies the existence and uniqueness

of a vector z0 ∈ ImCA such that Az0 = −b/2. Since b is a real vector so is z0. Set

c∗ := Az0 · z0 = −bz0/2, c′ := c − c∗, and consider the translation z′ := z − z0.

Then (4.3) becomes

MC(P ) :

s∑
j=1

z′j
2 −

r∑
j=s+1

z′j
2
+ c′ = 0,

and the equations of MC
sgn(P ) become

MC
sgn(P ) :

s∑
j=1

z′j
2 −

r∑
j=s+1

z′j
2
+ c′ = 0 and z′j = 0 for 1 ≤ j ≤ r,

i.e.,

MC
sgn(P ) : c′ = 0 and z′j = 0 for 1 ≤ j ≤ r.

(2-2-1) (Case c ̸= c∗, i.e., c′ ̸= 0.) We assume c > c∗, the other case being similar.

Then, obviously, MC
sgn(P ) is void and MC(P ) = MC

reg(P ).

(1) Assume 0 < s = r, i.e., A ≥ 0. Obviously, MC(P ) does not intersect Rd.

(2) Assume 0 ≤ s < r.

- Assume r ≥ 2. Since MC(P ) is an irreducible and regular algebric variety

then it is (d−1)-dimensional and connected. In addition MC(P ) intersects

Rd; it contains the points z ∈ Rd such that z′r = ±
√∑s

j=1 z
′
j
2 −

∑r−1
j=s+1 z

′
j
2 + c′

and
√∑r−1

j=1 |z′j |2 < c′. Hence MC(P ) is a (d−1)-dimensional real analytic

submanifold of Rd.

- Assume s = 0, r = 1. Then

MC(P ) = MC
+ ∪MC

− , MC
± := {z ∈ Cd | z′1 = ±

√
c′}.



12 HIROSHI ISOZAKI1 AND OLIVIER POISSON2

Clearly, MC
+ and MC

− are the connected composants of MC(P ) and their

intersection with Rd is (d− 1)-dimensional.

(2-2-2) (Case c = c∗, i.e., c′ = 0.) Then, MC
sgn(P ) = {z ∈ Cd | z′1 = . . . = z′r = 0}

and MC
sgn(P ) ∩ Rd = {z ∈ Rd | z′1 = . . . = z′r = 0} are affine spaces with same

dimension d− r.

- Assume r = d. Then MC
sgn(P ) = {0Cd}. Since d ≥ 3 then MC

reg(P ) is a irreducible

and regular algebric variety and so it is a (d−1)-dimensional connected submanifold

of Cd. Clearly, MC
reg(P ) ∩Rd is a regular subset of Rd, but may be void.

(1) Assume s = 0 (i.e., A < 0) or s = r (i.e., A > 0). Then MC
reg(P )∩Rd = ∅.

(2) Assume 1 ≤ s ≤ d − 1 (and r = d). Then MC
reg(P ) intersects Rd since it

contains the points z ∈ Rd such that z′d = ±
√∑s

j=1 z
′
j
2 −

∑d−1
j=s+1 z

′
j
2 and

|z′1| >
√∑d−1

j=s+1 z
′
j
2. Hence MC

reg(P ) ∩ Rd is a (d − 1)-dimensional real

analytic submanifold of Rd.

- Assume r = d− 1.

(1) Case s = 0 or s = r (i.e., A ≥ 0): the result is obvious.

(2) Assume 1 ≤ s ≤ d− 1 (and r = d− 1).

– Assume d > 3. The proof is similar to the proof of case (ii)(B)(r = d).

– Assume d = 3 so r = 2, s = 1. We have MC
reg(P ) = MC

+ (P )′ ∪MC
− (P )′

with MC(P±)′ := MC(P±) \MC
sgn(P ), MC(P±) := {z ∈ C3 | z′1 = ±z′2}.

Hence MC(P±)′ = {z ∈ C3 | z′1 = ±z′2 and z′2 ̸= 0}. Clearly, MC(P+)′

andMC(P−)′ are the connected composants of the complex varietyMC(P )

and each intersection MC(P±)′ with R3 is a two-dimensional open set of

the plane {z ∈ R3 | z′1 = ±z′2}.

We have thus completed the proof of Lemma 4.1. □

We put

(4.4) g := (ε1µ1β1, ε2µ2β2, ε3µ3β3).

Lemma 4.2. We have the following relation:

(4.5) α · g =

3∑
i=1

εiµiαiβi =
1

2
β1β2β3.

Proof. We easily observe that the following relations and their cyclic changes hold:

(4.6)

α2
1 − γ1 =

1

4
β2
1 ,

ε1µ1α1 − α2α3 =
1

4
β2β3,

α3β2 + α2β3 = −ε1µ1β1.
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Then, we obtain

α · g =

3∑
i=1

εiµiαiβi = −(α3β2 + α2β3)α1 + ε2µ2α2β2 + ε3µ3α3β3

= (ε2µ2α2 − α1α3)β2 + (ε3µ3α3 − α1α2)β3 =
1

4
β1β3β2 +

1

4
β1β2β3

=
1

2
β1β2β3.

□

Lemma 4.3. Let A be defined by (4.2) and g by (4.4).

(1) Let {a1, a2, a3} be the spectrum of A. Then, we have

(4.7)

detA = a1a2a3 = 0, trA = a1+a2+a3 = γ1+γ2+γ3 > 0, Πi̸=jaiaj = −g2/4 ≤ 0.

(2) We have α ∈ ImA iff β1β2β3 = 0.

(3) Assume β = 0. Then A = ααT , rank(A) = 1, ImA = span(α) and kerA is

the complex plane orthogonal to α.

(4) Assume β ̸= 0. Then rank(A) = 2 and kerA = span(g). Moreover, A has one

positive eigenvalue and one negative eigenvalue.

(5) Assume β1β2β3 = 0 (and β ̸= 0), so we assume (A0) with β1 > 0 = β2 > β3.

Then there exists a unique vector z∗ ∈ ImA such that Az∗ = α. We have z∗ =

(0, 1/
√
γ2, 0) and

(4.8) α · z∗ = 1.

Proof. (1) A simple computation shows that A ·g = 0 and, if β = 0, A ·(1, 1, 1) = 0.

Hence detA = 0. Moreover, we have

Πi ̸=jaiaj = γ2γ3 − ε21µ
2
1α

2
1 + c.p. = ε21µ

2
1(ε2ε3µ2µ3 − α2

1) + c.p.

= ε21µ
2
1(ε2ε3µ2µ3 − (ε2µ3 + ε3µ2)

2/4) + c.p.

= −ε21µ
2
1β

2
1/4 + c.p. = −g2/4 ≤ 0.

(3) From (1.6), (1.5) and (4.1) we get A = ααT .

(2) Assume β = 0. Since A = ααT (see (3)), then α ∈ ImA.

Assume β ̸= 0. Since A is real symmetric then ImA = kerAT = g⊥, so, thanks to

(4.5), α ∈ ImA ⇐⇒ α · g = 0 ⇐⇒ Π3
j=1βj = 0.

(4) (Case β ̸= 0.) Thanks to (4.7) and since g ̸= 0 then rank(A) = 2 and kerA =

span(g), and (2) follows from (4.7).

(5) The proof of Lemma 4.1 (see case (2-2)) with (A, b, d, r, s) = (A,−2α, 3, 2, 1)

shows the existence and uniqueness of such a z∗. Put z = (0, 1/α2, 0) and observe

that α2 =
√
γ2. Since g = (ε1µ1β1, 0, ε3µ3β3), then z ⊥ g and so z ∈ ImA. In

addition, we have (Az)T = (ε3µ3α3/α2, α2, ε1µ1α1/α2). Thanks to (4.6), we obtain

Az = α. This shows that z∗ = z. Finally, (4.8) is obvious and (5) is proved. □



14 HIROSHI ISOZAKI1 AND OLIVIER POISSON2

Let λ ∈ R∗. We use the notations of Lemma 4.1 and apply Lemma 4.1 to

P := 1
λ2 p(·;λ), so (A, b, c, d) = (A,−2λ2α, λ4, 3). In view of Lemmas 4.1 and 4.3

we obtain

Lemma 4.4. (1) Assume β = 0. Then b ∈ ImA, z0 = λ2

|α|2α, c∗ = c, and MC
sgn(P )

is a two-dimensional complex submanifold of C3.

(2) Assume β ̸= 0.

(2-1) Assume Π3
j=1βj ̸= 0. Then b ̸∈ ImA, MC

sgn(P ) = ∅, MC(P ) = MC
reg(P ) is

an analytic connected manifold of dimension two and its intersection with R3 is a

real analytic manifold of dimension two.

(2-2) Assume Π3
j=1βj = 0. Then b ∈ ImA, z0 = λ2z∗, c∗ = c, MC

sgn(P ) is a

straight line of C3, and the intersection MC
sgn(P ) ∩R3 is a straight line of R3. In

addition, MC
reg(P ) has two connected components, MC(P+)′ and MC(P−)′, and

each MC(P±)′ ∩R3 is a two-dimensional real analytic submanifold of R3.

Remark 4.1. Let us supplement (5) of Lemma 4.3 and (2-2) of Lemma 4.4. We

assume β1 > 0 = β2 > β3. Then each τ± is linear and we have

A(z − z0)(z − z0) = λ−2p(z;λ) = (τ+ − λ2)(τ− − λ2),

where z0 = λ2z∗ is the corresponding point of Lemmas 4.1 and 4.3. Set P = p(·;λ)
and the linear functions P± := τ± − λ2. Then each MC

sgn(P
±) is void and, since

P = λ2P+P−, we have

(4.9) MC
sgn(P ) = MC(P+) ∩MC(P−) = {z ∈ C3 | K0(z) = Ψ0(z)− λ2 = 0}

is a complex analytic variety of dimension one. Then,

MC
reg(P ) = MC(P+)′ ∪MC(P−)′,

where MC(P±)′ := MC(P±) \MC
sgn(P ), as in the proof of Lemma 4.1. Thanks to

Lemma 4.1, MC(P+)′ and MC(P−)′ are the two connected component of MC
reg(P );

they are two-dimensional submanifolds of C3.

Lemma 4.4 shows that we can’t apply Theorem 3.1 directly to prove Rellich’s

properties if β = 0 since Assumptions (A-1-1)(p(;λ)) fails.

Lemma 4.5. Assume β = 0. Set P = Ψ0 − λ2. Then MC
reg(P ) = MC(P ) and

MC(P ) ∩ [0, 1]3 is a closed convex set. In addition, we have

(1) Let |λ| ∈ (0, λ+). Then MC
reg(P ) ∩ (0, 1)3 has dimension two.

(2) Let |λ| = λ+. Then MC
reg(P ) ∩ [0, 1]3 = {(1, 1, 1)}.

Proof. Obviously, MC
sgn(P ) = ∅ and MC(P ) ∩ [0, 1]3 is a closed convex set as

intersection of the plane α · z = λ2 of R3 and the cube [0, 1]3.

(1) Let |λ| ∈ (0, λ+). Set zλ = |λ|
λ+

(1, 1, 1) ∈ (0, 1)3, so Ψ0(zλ) = τ±(zλ) = λ2,

since we have λ+ = Ψ0(1, 1, 1) =
∑3

j=1 αj . Thus, zλ ∈ MC(P ) ∩ (0, 1)3, and the

conclusion follows.

(2) Assume |λ| = λ+. Since ∂zjΨ0(z) = αj > 0 for all j then |Ψ0(z)| < λ+ =
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Ψ0(1, 1, 1) for all z ∈ [0, 1]3 \ {(1, 1, 1)}. Hence {(1, 1, 1)} = MC(P )∩ [0, 1]3, which

proves (2). □

Lemma 4.6. Under the assumptions in Remark 4.1 with the same notations (hence

we assume β ̸= 0 and Π3
j=1βj = 0 and we have P = p(·;λ), P± := τ± − λ2), we

have

(1) The intersection MC
sgn(P ) ∩ [0, 1]3 has one point at most.

(2) Let |λ| ∈ (0, λ−). Each MC(P±)′ ∩ (0, 1)3 has dimension two.

(3-1) Let |λ| ∈ (0, λ+). Then MC(P+)′ ∩ (0, 1)3 has dimension two.

(3-2) Let |λ| ∈ (0, λ−). Then MC(P−)′ ∩ (0, 1)3 has dimension two.

(3-3) Let |λ| ≥ λ−. Then MC(P−)′ ∩ [0, 1]3 has at most one point.

Proof. 1) Thanks to (4.9) and since β1 > 0 > β2, we have the equivalence (K0(z) =

0 and z ∈ [0, 1]3) iff z1 = z3 = 0. Hence

MC
sgn(P ) ∩ [0, 1]3 = {z = (0, z2, 0) | z2 ∈ [0, 1] and z2 = λ2/α2} ⊂ {z0},

with z0 = (0, λ2/α2, 0). This proves (1).

(2), (3-1) and (3-2). It is similar to the proof of Lemma 4.5.

(3-3) If |λ| > λ− = sup[0,1]3 τ
− then, obviously, MC(P−) ∩ T3 is void. If |λ| =

λ− =
√
τ−(z) and z ∈ [0, 1]3, then z = (1, 1, 1), so MC(P−) ∩ [0, 1]3 = {(1, 1, 1)}.

The conclusion follows. □

Lemma 4.7. Assume Π3
j=1βj ̸= 0. Let λ ̸= 0 and set P = λ−2p(·;λ), so

MC
sgn(P ) = ∅.

(1) Let |λ| ∈ (0, λ+). Then MC(P ) ∩ (0, 1)3 has dimension two.

(2) Let |λ| = λ+. Then MC(P ) ∩ [0, 1]3 = {(1, 1, 1)}.

Proof. We have P (z) = (τ+(z)−λ2)(τ−(z)−λ2) so MC(P )∩ (0, 1)3 = {z ∈ (0, 1)3

| τ+(z) = λ2} ∪ {z ∈ (0, 1)3 | τ−(z) = λ2}. Since ∇P (z) ̸= 0 for all z ∈ [0, 1]3 then

MC(P ) ∩ (0, 1)3 has dimension is 2 iff it is non empty.

(1) Let |λ| ∈ (0, λ+) and set z(t) = t(1, 1, 1). Since τ+(z(0)) = 0 and τ+(z(1)) = λ2
+

then there exists t ∈ (0, 1) such that τ+(z(t)) = λ2. Hence z(t) ∈ MC(P )∩ (0, 1)3.

(2) Let |λ| ≥ λ+. Since λ+ < λ− then τ − (z) < λ2 for all z ∈ [0, 1]3. Assume

|λ| > λ+. Then τ+(z) < λ2 for all z ∈ [0, 1]3 so MC(P ) = ∅. Assume |λ| = λ+.

Since we have (τ+(z) = λ2
+ and z ∈ [0, 1]3) iff z = (1, 1, 1), the conclusion then

follows. □

4.2. The complex Fermi variety in the x-variable. We denote sinT : Td
C ∋

x 7→ z = sin2 x ∈ Cd and set

X0,1 := (sin2T)
−1({0, 1}3) = {x ∈ T3 | z ∈ {0, 1}3}.

Lemma 4.8. Let d ≥ r ≥ 1 and E ⊂ Cd a connected set. Assume that Ẽ :=

(sin2T)
−1(E) is a r-dimensional smooth submanifold of Td

C. Let Cx a connected

component of Ẽ. Then Cx is open and closed and sin2(Cx) = E.
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Proof. Let us consider the topological set E with the topology induced by those of

Cd and the topological set Ẽ with the topology induced by those of Td
C. Then, it

is easy to see that ϕE : Ẽ ∋ x 7→ z ∈ E is continuous. Since Ẽ is a r-dimensional

smooth submanifold of Td
C, near any x0 ∈ Ẽ, there exists an open ball B(x0, r) ⊂

Td
C and a smooth function f : B(x0, r) 7→ C such that ∇f(x) ̸= 0 for all x ∈

B(x0, r). Then, Ẽ ∩B(x0, r) = f−1(0C). Hence Ẽ is locally connected and each of

its connected components is open and closed. We now prove that the map ϕE is

both open and closed. It then implies that the set ϕE(Cx) is open and closed hence

equals to E, since E is connected. Since sin2 is a non-constant holomorphic function

from Cd into itself then it is an open map and sin2T : Td
C = Cd/(2πZ)d 7→ Cd is

also open. Let V an open set of Ẽ so V = Ẽ ∩ V ′ where V ′ is an open set of

Td
C. Then ϕE(V ) = ϕE((sin

2
T)

−1(E) ∩ V ′) = E ∩ sin2T(V
′). Since sin2T is an open

map then sin2T(V
′) is open. Thus ϕE(V ) is an open set of E. Hence ϕE is an open

map. Let us prove that ϕE is a closed map. We observe that | sin2(ℜx + iℑx)| =
sinh2(ℑx) + sin2(ℜx) so a set of the form sin2T(A), A ⊂ Td

C, is unbounded iff A is

unbounded. (In fact sin2T is proper.) Let F a closed subset of Ẽ. Let zn a sequence

of values in ϕE(F ) which tends to some z ∈ E. Then zn = ϕE(xn) tends to z,

xn ∈ F , so, by the above observation, the sequence (xn) ⊂ FN is bounded. Let

x′ a subsequential limit of xn. Then z = ϕE(x
′) so z ∈ ϕE(F ). Hence ϕE(F ) is

closed.

The conclusion then follows. In fact, since ϕE is an open and closed map and

Cx is open and closed then ϕE(Cx) is both open and closed in the connected space

E, so it coincides with E. □

Lemma 4.9. Assume β = 0. Set Q(x) = Ψ0(z) − λ2 with z = sin2 x. Then

MC
sgn(Q) is discrete. In addition, assume |λ| ∈ (0, λ+). Then, each connected

component of MC
reg(Q) intersects T3 and the intersection is a two-dimensional real

manifold.

Proof. Since ∂zjΨ0(z) ̸= 0 for all z ∈ C3, and since ∂xjz = sin(2xj)ej vanishes

iff zj ∈ {0, 1}, then ∇Q(x) = 0 iff z ∈ {0, 1}3. Hence MC
sgn(Q) = X0,1 is dis-

crete. Let Cx be a connected component of MC
reg(Q). Set P = Ψ0 − λ2. We have

MC
reg(Q) = (sin2T)

−1(E) with E := MC
reg(P )\{0, 1}3. Since MC

reg(P ) is a connected

two-dimensional complex manifold, then so is E. Since E is a two-dimensional

complex manifold, so is Cx. Thanks to Lemma 4.8, we obtain sin2(Cx) = E.

Since E ⊂ MC
reg(P ) and MC

reg(P ) intersects (0, 1)3, sin2(Cx) intersects (0, 1)3.

Hence Cx intersects T3. Finally, since the jacobian of sin2 |T3 does not vanish

on (sin2T)
−1((0, 1)3) (⊂ T3), then Cx ∩ T3 is a two-dimensional real manifold. □

Lemma 4.10. Assume β ̸= 0 and Π3
j=1βj = 0. Set Q(x) = q(x;λ).

(1) The analytic variety MC
sgn(Q) has Hausdorff (5)-measure zero and MC

sgn(Q)∩T3

is finite.
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(2) We have MC
reg(Q) = M+

C ∪M−
C where each M±

C , defined by

M±
C := {x ∈ T3

C | z ̸∈ {0, 1}3, τ±(z) = λ2 ̸= τ∓(z)}

is a two-dimensional submanifold of T3
C.

(3) If |λ| ∈ (0, λ−), each connected component of M±
C intersects T3 and the inter-

section is a two-dimensional real manifold.

(4) If |λ| ∈ [λ−, λ+), each connected component of M+
C intersects T3 and the inter-

section is a two-dimensional real manifold. However, the set M−
C ∩ T3 is finite.

Proof. We use the notations in Lemma 4.6, so Q(x) = P (z), and we set Q±(x) =

τ±(z)− λ2 = P±(z).

(1) We have

MC
sgn(Q) = (MC(Q) ∩X0,1) ∪ (MC(Q+) ∩MC(Q−))

= (MC(Q) ∩X0,1) ∪ (sin2T)
−1(MC

sgn(P )).(4.10)

The setMC(Q)∩X0,1 is finite sinceX0,1 is finite. In addition, the set (sin2T)
−1(MC

sgn(P ))

has Hausdorff k-measure zero for all k ≥ 3, since MC
sgn(P ) is a complex straight

line (see Lemmas 4.4, 4.6) and sin2T is a local smooth diffeomorphism except on

a finite set of C3. Hence MC
sgn(Q) has Hausdorff (2d − 1 = 5)-measure zero.

Since MC
sgn(P ) ∩ [0, 1]3 has at most one point (see Lemma 4.6), (4.10) shows that

MC
sgn(Q) ∩ T3 is finite. This proves (1).

(2) The relation MC
reg(Q) = M+

C ∪ M−
C is then obvious. In addition, we have

M±
C = (sin2T)

−1(MC(P±)) \ MC
sgn(Q). Since MC(P±) is a two-dimensional sub-

manifold of C3 and MC
sgn(Q) has dimension one, M±

C is a two-dimensional subman-

ifold of T3
C.

(3) and (4) for M+
C . It is similar to the corresponding assertion in Lemma 4.9.

(4) for M−
C . This is a direct consequence of (3-3), Lemma 4.6. □

Lemma 4.11. Assume Π3
j=1βj ̸= 0. Let |λ| ∈ (0, λ+) and set Q(x) = λ−2p(z;λ).

(1) The set MC
sgn(Q) is finite.

(2) Assume |λ| ∈ (0, λ+). Then, each connected component of MC
reg(Q) intersects

T3, and the intersection is a two-dimensional real manifold.

Proof. Put P (z) := Q(x) so ∂xj
Q(x) = 0 iff ∂jP (z) = 0 or zj ∈ {0, 1}. Hence

MC
sgn(Q) = (sin2T)

−1(F ) with

F := MC
sgn(P ) ∪3

j=1 Fj ∪j ̸=k Fj,k ∪ ({0, 1}3 ∩MC(P )),

Fj := {z ∈ MC(P ) | zj ∈ {0, 1}3, ∂zkP (z) = 0 k ̸= j},
Fj,k := {z ∈ MC(P ) | zj , zk ∈ {0, 1}3, ∂zlP (z) = 0 l ̸= j, k}.

(1) Thanks to Lemma 4.7 we have MC
sgn(P ) = ∅. We denote by Aj the jth column

of the matrix A defined by (4.2), by Ej the column of the coefficients of ej in the

canonical basis (e1, e2, e3), by Ãj the 3 × 3 matrix obtained from A by replacing

the column Aj by Ej and by Ãj,k (with j ̸= k) the 3 × 3 matrix obtained from A

by replacing the columns Aj and Ak respectively by the column Ej and Ek. Since
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P (z) = Az · z + b · z + c, then ∂jP (z) = 2Aj · z + bj .

Let us consider F1. We have F1 = F1(0)∪ F1(1), where F1(ξ) is the intersection of

the three hyperplanes z1 = ξ, 2Ak · z + bk = 0, k = 2, 3. The matrix of the above

system is B1 := (E1|A2|A3) where E1 := (1 0 0)T . Its determinant is

det(B1) = γ2γ3 − (ε1µ1α1)
2 = (γ1 − α2

1)(ε1µ1)
2 = −1

4
β2
1(ε1µ1)

2 < 0.

Hence F1(ξ) is reduced to one point, and then F1 is a couple of points. Simi-

larly, each Fj is reduced to two points. Let us consider F1,2. We have F1,2 =

∪ξ,ξ′∈{0,1}F1,2(ξ, ξ
′) where F1,2(ξ, ξ

′) is the intersection of the three hyperplanes

z1 = ξ, z2 = ξ′, 2A3 · z + b3 = 0. The matrix of the above system is B1,2 :=

(E1|E2|A3) where E2 := (0 1 0)T . Its determinant is det(B1,2) = γ3 ̸= 0. Hence

F1,2 is finite. Then, F is finite. Now we observe that, for any finite set E ⊂ C3,

(sinT)
−1(E) is a finite subset of T3

C. Consequently, M
C
sgn(Q) is finite.

(2) We haveMC
reg(Q) = (sin2T)

−1(E) with E := MC
reg(P )\F . Thanks to Lemma 4.7,

MC
reg(P ) is a connected two-dimensional submanifold of C3. So, since dimF ≤ 1,

then E is also a connected two-dimensional submanifold of C3. Thus MC
reg(Q) is a

two-dimensional submanifold of T3
C. Let Cx be a connected component of MC

reg(Q).

Lemma 4.8 says that sin2T(Cx) = E. We have E ∩ (0, 1)3 = MC
reg(P )∩ (0, 1)3, since

F ∩ (0, 1)3 is empty. Thanks to Lemma 4.7, MC
reg(P ) ∩ (0, 1)3 has dimension two.

Thus E intersects (0, 1)3. The end of the proof is similar to the end of the proof of

Lemma 4.9. □

5. Proof of the main Theorems

5.1. Proof of Theorem 1.1. Theorem 1.1 is a straight consequence of Theorem

3.1, Lemmas 4.9, 4.10, 4.11.

5.2. Proof of Theorem 1.2.

Theorem 5.1. Assume β ̸= 0 and β1β2β3 = 0. Let λ ̸= 0.

(1) The set MC
reg(q(·;λ)) is a disjoint union of the following two complex manifolds

of dimension 2:

M±
C := {x ∈ T3

C | z ̸∈ {0, 1}3, τ±(z) = λ2 ̸= τ∓(z)}.

(2) Assume |λ| > λ−. Then, M−
C ∩ T3 is finite,

The assertions (1) and (2) of Theorem 5.1 are a straight consequence of Lemma

4.10.

Set

B(x) = −µM̃(y)εM̃(y),

and u = (uE , uH) with

uE(x) :=
1

λ
εM̃(y)uH(x), uH(x) := (τ−(z)− λ2)−1comat(B(x)− λ2)vH ,



A RELLICH TYPE THEOREM FOR DISCRETE MAXWELL OPERATORS 19

where vH is a non-null constant column-vector of length 3. Since uH ∈ C∞(T3;C3)

so does uE . Thus û ∈ L2(Z3) ⊂ B∗
0(Z

3). Then, (B(x) − λ2)uH(x) = λ2(τ+(z) −
λ2)vH is a trigonometric polynomial, and so is (HD − λ)u = (0, λ−1(B − λ2)uH).

Let us prove that we can choose vH such that u is not a trigonometric poly-

nomial. We remember that the family of eigenvalues of the symmetric matrix

−εM̃(y)µM̃(y) is (0, τ+(z), τ−(z)) and we denote by Π0(y), Π+(y), Π−(y), respec-

tively, the associated spectral eigenprojectors. Thus, we have

comat(B(x)− t) = −t(τ+(z)− t)Π−(y)− t(τ−(z)− t)Π+(y)

+(τ+(z)− t)(τ−(z)− t)Π0(y),

therefore,

(5.1) comat(B(x)− τ−(z)) = −2τ−(z)
√
K0(z)Π

−(y).

Hence, comat(B(x) − τ−(z)) has rank one at any z ∈ C3 such that K0(z) ̸= 0. If

each coefficient cj,k(y) of comat(B(x) − λ2) were reducible by (τ−(z) − λ2), i.e, if

(τ−(z) − λ2)−1cj,k(y) were a trigonometrical polynomial, then comat(B(x) − λ2)

would vanish at any z ∈ C3 such that τ−(z)−λ2 = 0. This is in contradiction with

(5.1). Hence there exists vH such that u is not a trigonometrical polynomial.

We complete this section by proving the assertion of Remark 1.1. Set Q±(x) =

(τ±(z)−λ2)v(x), v := Q−u. Since τ− is linear, Q− is then smooth in the x variable,

so v ∈ B∗
0(T3). In addition we have Q+ = λ−2q(·;λ)u which is a trigonometric

polynomial. Since Q+ satisfies Conditions (A-1)-(A-2) of Theorem 3.1, the result

follows.

5.3. Proof of Theorem 1.4. I. We put

G∗ := {ξ ∈ S2 | |ξi| > |ξj | ≥ |ξl| for some permutation (i, j, l) of (1, 2, 3)},

where S2 denotes the euclidian unit sphere of R3. By definition we have Kint =

Ω ∩ Z3 where Ω is a bounded convex set of R3. Then, there exists a (non void)

finite family F ⊂ G∗ ×R such that

(5.2) Kint = ∩(ξ,l)∈FP−
disc(ξ, l), P−

disc(ξ, l) := {n ∈ Z3 | ξ · n ≤ l}.

The characterization by (5.2) is well-known with G∗ replaced by S2. Let us prove

it with G∗. Actually, the bounded convex set Ω ⊂ R3 can be assumed closed

and written Ω = ∩(ξ,r)∈F0
P−(ξ, r), where P−(ξ, r) := {ν ∈ R3 | ν · ξ ≤ r} and

F0 ⊂ S2×R. Since Kint is bounded then Kint ⊂ K1, K1 := [−l0, l0]
3∩Z3 for some

l0 > 0. Since Kint is finite then we have

Kint = ∩(ξ,r)∈F1
P−(ξ, r) ∩K1,

where F1 ⊂ F0 is a finite family. Obviously, we can assume that F1 is non void and

that K1 ̸⊂ P−(ν, r), (ν, r) ∈ F1. (If K1 ⊂ P−(ν, r) we suppress (ν, r) in F1, that

is, we replace F1 by F1 \ {(ν, r)}.) Fix (ν, r) ∈ F1. Since K1 \ P−(ν, r) is finite and

non void, we put δ := sup{ν · n− r | n ∈ K1 \ P−(ν, r)} > 0. We then have

P−(ν, r) ∩K1 = P−(ν, r + δ/2) ∩K1,
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K1 \ P−(ν, r) = K1 \ P−(ν, r − δ/2).

Since G∗ is dense in S2 and since K1 is finite, there then exists ξ ∈ G∗ sufficiently

closed to ν such that

P−(ξ, r) ∩K1 ⊂ P−(ν, r + δ/2) ∩K1,

K1 \ P−(ξ, r) ⊂ K1 \ P−(ν, r − δ/2).

Then we obtain

P−(ν, r) ∩K1 = P−(ξ, r) ∩K1 = P−
disc(ξ, r) ∩K1.

Hence, (5.2) holds with F = F1 ∪3
j=1 (ej , l0) ∪3

j=1 (−ej , l0).

II. Letting v̂ : Z3 ∋ n 7→ v̂(n) ∈ Cd be a sequence with compact support, we set

v̂S(n) = v̂(n),

so vS(x) = v(−x). In addition, letting ξ ∈ R3, ξ ̸= 0, we define

Nmax
ξ (v) = Nmax

ξ (v̂) := max{n · ξ | v̂(n) ̸= 0},

with the convention max(∅) = −∞. We then observe that if v and w are two

trigonometric polynomials, then Nmax
ξ (vw) ≤ Nmax

ξ (v) +Nmax
ξ (w) holds true and

if, in addition, v or w is scalar-valued, then Nmax
ξ (vw) = Nmax

ξ (v)+Nmax
ξ (w) holds

true. Furthermore, we have

Nmax
ξ (vS) = Nmax

ξ (v),

Nmax
ξ (< v, vS(x) >Cm) = 2Nmax

ξ (v),

since < v(x), vS(x) >Cd= (2π)−3
∑

n,m e−i(n+m)xv̂(n)v̂(m) is a trigonometric poly-

nomial.

III. We put Lt(x) = L(x; t) := comat(HD(x)− t), and qt(x) := det(HD(x)− t).

The symmetric real matrix L(x; t) has size 5×5 and L is a homogeneous polynomial

of degree 5 in the variables t, y1, y2, y3. Since HD(x) has rank ≤ 4 then, L0 = 0

and, consequently, Lt is a polynomial of the variables y1, y2, y3 with degree ≤ 4.

Hence Lt has the form

(5.3) Lt(x) = tB1(x) + t2B2(x; t),

where B1(x) = −Φ0(z)Π0(y), Π0(y) is the orthogonal projection on kerHD(x),

Φ0 := Ψ2
0 −K0 is a homogeneous polynomial of degree 2 of the variables z1, z2, z3,

and B2(·; t) is a trigonometric polynomial of degree 3. Thus, if t ̸= 0, then Lt is a

trigonometric polynomial of degree 4. Since B1(x) = limt→0 t
−1Lt(x) we then see

that B1 is also a trigonometric polynomial of degree 4.

We put |ξ|∞ := max(|ξj |; j ∈ {1, 2, 3}), where the ξl’s are the usual coordinates of

ξ. We have

Lemma 5.2. Let t ̸= 0 and ξ ∈ G∗. We then have

Nmax
ξ (Lt) = Nmax

ξ (B1) = Nmax
ξ (qt) = 4|ξ|∞ > 3|ξ|∞ ≥ Nmax

ξ (B2(t)).
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Proof. Without loss of generality we assume ξ1 > |ξj |, j ∈ {2, 3}. We have

Nmax
ξ (eixj ) = Nmax

ξ (δej ) = ξj ,

then,

Nmax
ξ (eix1) = ξ1 > Nmax

ξ (e±ixj ) ∈ {−ξj , ξj}, j = 2, 3.

Since zj = (−4)−1(e2ixj + e−2ixj − 2) we then have

Nmax
ξ (z1) = 2ξ1 > Nmax

ξ (zj) = 2|ξj |, j ̸= 1,

Nmax
ξ (z21) = 4ξ1 > Nmax

ξ (zjzk) = 2|ξj |+ 2|ξk|, (j, k) ̸= (1, 1).

Thanks to (4.1) and (4.2) we have

t−2qt(x) = γ1z
2
1 +

∑
(j,l)̸=(1,1)

Aj,lzjzl + b · z + t2,

with tγ1 ̸= 0. Thus,

Nmax
ξ (qt) = Nmax

ξ (z21) = 4ξ1.

Since qtI = (HD − t)Lt, we then have

(5.4) 4ξ1 = Nmax
ξ (qt) ≤ Nmax

ξ (HD) +Nmax
ξ (Lt).

Since HD − t (respect., Lt) is a polynomial of degree 1 (respect;, of degree 4) of the

variables yj = (2i)−1(eixj − e−ixj ), then Nmax
ξ (HD − t) ≤ ξ1 and Nmax

ξ (Lt) ≤ 4ξ1.

Hence the inequalities in (5.4) are equalities. Finally, since B2(t) is a polynomial of

degree ≤ 3 of the variables yj = (2i)−1(eixj − e−ixj ), then Nmax
ξ (B2(t)) ≤ 3ξ1. □

IV. We have the following

Lemma 5.3. Let λ ̸= 0. Let û be compactly supported in Z3 such that (ĤDp −
λ)û(n) = 0 in {n ∈ Z3 | ξ · n > 0}. Let ξ ∈ G∗. Then û(n) = 0 in {n ∈ Z3 |
ξ · n > 0}.

Proof. The sequence û satisfies

(5.5) (HDp − λ)u = f,

where f̂ is compactly supported in {n ∈ Z3 | ξ · n ≤ 0}. Thus, Nmax
ξ (f) ≤ 0.

The operator D̂(D̂p)
−1 is bounded and invertible in l2(Z3) and is an operator of

multiplication by a diagonal matrix of the form I + K̂, so K̂ = D̂(D̂p)
−1 − I is an

operator of multiplication by a diagonal matrix and has compact support. We then

have

(5.6) (HD − λ)u = λKu+ g,

where ĝ := D̂(D̂p)
−1f̂ vanishes in {n ∈ Z3 | n · ξ > 0}, so Nmax

ξ (g) ≤ 0.

Since D̂p is real-valued we have

DpvS(x) = (2π)−3/2
∑
n∈Z3

D̂p(n)v̂(n)e
−inx = Dpv(−x).

In addition, since HD(−x) = HD(−x) = −HD(x), then (5.5) implies

−DpH0uS = λuS + fS .
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Since B1(y) = −Φ0(z)Π0(y) we have B1H0 = 0. Then, multiplying (5.3) from the

left by B1D
−1
p and observing that Π0H0 = 0, we get

(5.7) B1D
−1
p uS = −λ−1B1D

−1
p fS .

Multiplying (5.6) from the left by Lλ and using (5.3), we get

qλu = λLλKu+ Lλg = λ2B1Ku+R0,

where

R0 := λ3B2(·;λ)Ku+ Lλg.

Put T (x) :=
∑

n∈Z3 D̂−1
p (n)|û(n)|2e2inx. On one hand, since D̂−1

p (n)|û(n)|2 ̸= 0 if

û(n) ̸= 0, then

(5.8) Nmax
ξ (T ) = 2Nmax

ξ (u).

On the other hand, we have

T (x) =< D−1
p uS(x), u(x) >R6 .

Thus,

qλ(x)T (x) = < D−1
p uS(x), qλu(x) >R6

= λ2 < D−1
p uS(x), B1(x)Ku(x) >R6 +R(x),

whereR(x) :=< D−1
p uS(x), R0(x) >R6 . Then, sinceB1(x) andD are real-symmetric

matrices, by virtue of (5.7),

qλ(x)T (x) = λ2 < B1D
−1
p uS(x),Ku(x) >R6 +R(x)

= −λ < B1D
−1
p fS(x),Ku(x) >R6 +R(x).(5.9)

We have, in view of (5.4),

Nmax
ξ (R) ≤ Nmax

ξ (D−1
p uS) + max(Nmax

ξ (B2(·;λ)Ku), Nmax
ξ (Lλg))

≤ Nmax
ξ (u) + max(3|ξ|∞ +Nmax

ξ (u), 4|ξ|∞),(5.10)

and, in addition,

Nmax
ξ (< B1D

−1
p fS ,Ku >R6) ≤ 4|ξ|∞ +Nmax

ξ (u).(5.11)

Thus, in view of (5.9), (5.10), (5.11),

Nmax
ξ (qλT ) ≤ max(4|ξ|∞ +Nmax

ξ (u), 3|ξ|∞ + 2Nmax
ξ (u)).

Using (5.8) and Lemma 5.2, we obtain

Nmax
ξ (T ) = Nmax

ξ (qλT )−Nmax
ξ (qλ)

≤ max(Nmax
ξ (u),−|ξ|∞ + 2Nmax

ξ (u)).(5.12)

Thus, (5.12) and (5.8) show that

Nmax
ξ (u) = Nmax

ξ (T )−Nmax
ξ (u) ≤ 0.

□
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V. (Last step.) Theorem 1.4 is a direct consequence of Lemma 5.3. Actually, by

translation and symmetries we can extend the above lemma by replacing the set

H(ξ, 0) = {n ∈ Z3 | ξ · n > 0} by the more general half space H(ξ, l) := {n ∈ Z3 |
ξ · n > l} = Z3 \ P−

disc(ξ, l), l ∈ R. Hence if u satisfies the conditions of Theorem

1.4, then û(n) = 0 in ∪(ξ,l)∈FH(ξ, l) = Z3 \Kint = Kext. □

5.4. Proof of Proposition 1.3. The distribution u satisfies the above relation

(5.6) with g = 0 and where K̂ = D̂(D̂p)
−1 − I has compact support. Hence, the

distribution v ∈ B∗
0(T3) defined by v(x) = (τ−(z) − λ2)u(x) is a trigonometric

polynomial. By observing that τ−(z) − λ2 ≤ λ2
− − λ2 < 0, we thus obtain u(x) =

(τ−(z)− λ2)−1v(x), so u ∈ L2(T3,C6).

5.5. Proof of Corollary 1.5. Put f := (HDp −λ)u. Then f̂ has support in Kint.

In addition, we have (ĤD − λ)û = λK̂û + D̂−1D̂pf̂ , where K̂ := D̂(D̂p)
−1 − I

has compact support. Since (RT) for ĤD holds at λ, then û has compact support.

Consequently, thanks to Theorem 1.4, û vanishes in Kext. □
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