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Résumé

Les méthodes de dynamique nonadiabatique jouent un rdle crucial dans I'étude de la
réaction des systemes moléculaires lorsqu'ils sont excités par des photons et soumis a une
nouvelle surface d'énergie potentielle électronique. La topographie de I'état excité peut étre
explorée pour proposer des réactions chimiques facilitées par la photoexcitation, étudier la
stabilité moléculaire et les processus de récupération d'énergie, entre autres. A ce jour, de
nombreuses nouvelles méthodes pour la dynamique nonadiabatique et les calculs de structure
électronique qui y sont associés sont toujours en cours de développement afin d'améliorer la
précision, de réduire les colts de calcul et d'étendre le domaine d'application. Malgré leur
succes, ces méthodes utilisent souvent des approximations qui peuvent conduire a des résultats
erronés, parfois difficiles a détecter. Dans ce cas, on peut généralement se référer a des résultats
expérimentaux pour valider le modéle utilisé pour représenter le systeme. Il est également
possible d'effectuer plusieurs séries de dynamiques avec différentes méthodes pour détecter une
tendance et des valeurs aberrantes, mais cela entrainerait des co(ts de calcul élevés. Pour relever
le défi de réaliser des simulations abordables et de haute qualité tout en gardant une trace de
leurs imprécisions occasionnelles, nous avons développé un programme de recherche qui
s'articule autour de deux thémes principaux. Le premier a abouti a un programme informatique
appelé Legion, une plateforme destinée a faciliter le développement de nouvelles méthodes
pour la dynamique nonadiabatique et a modifier les méthodes existantes. Le programme est
construit en Python afin que le code puisse étre facilement étendu, et il est déja interfacé avec
plusieurs méthodes et logiciels de structure électronique couramment utilisés. Nous testons le
programme avec des molécules réelles et I'utilisons pour compléter la discussion sur la
dynamique du fulvene et sa dépendance vis-a-vis des conditions initiales. La deuxieme branche
de recherche a abouti a QDCT, une nouvelle stratégie de post-traitement des résultats des sauts
de surface pour obtenir des résultats de la dynamique des paquets d'ondes, comme dans le cas
du frayage multiple. Elle utilise des trajectoires classiques pour propager le paquet d'ondes
nucléaires. La méthode est indifférente aux approximations ad hoc présentes dans le saut de
surface et peut étre utilisée pour évaluer les systemes problématiques. La méthode est testée par
rapport a des modeéles analytiques et les approximations necessaires pour travailler dans des
systéemes multidimensionnels sont présentées. Legion et QDCT sont tous deux intégrés dans la
plateforme Newton-X et sont disponibles gratuitement.

Mots clés: nonadiabatic dynamics, ab initio multiple spawning, trajectory surface hopping,
computational chemistry



Abstract

Nonadiabatic dynamics methods play a crucial role in investigating the reaction of
molecular systems to being excited by photons and submitted to a new electronic potential
energy surface. The topography of the excited state can be explored to propose chemical
reactions facilitated by photoexcitation, study the molecular stability, and energy harvesting
processes, among other purposes. To this day, many new methods for nonadiabatic dynamics
and the electronic structure calculations associated with them are still being developed to
improve accuracy, reduce computational costs, and expand the application domain. Despite
their success, those methods often use approximations that may lead to wrong results, which
can be hard to detect. In those cases, one can usually refer to experimental results to validate
the model used to represent the system. Alternatively, one can perform multiple sets of
dynamics with different methods to detect a trend and outliers, but this would have extended
computational costs. To address those challenges of performing affordable, high-quality
simulations while still keeping track of their occasional inaccuracies, we developed a research
program branched into two main topics. The first one resulted in a computer program named
Legion, a platform to facilitate the development of new methods for nonadiabatic dynamics and
modify existing ones. It is built in Python so that the code can be easily expanded, and it is
already interfaced with multiple commonly used electronic structure methods and software. We
test the program with real molecules and use it to complement the discussion of fulvene
dynamics and its dependence on initial conditions. The second research branch resulted in
QDCT, a novel strategy for post-processing surface hopping results to obtain wavepacket
dynamics results, as in multiple spawning. It uses classical trajectories to propagate the nuclear
wavepacket. The method is indifferent to ad hoc approximations present in surface hopping and
can be used to assess problematic systems. The method is tested against analytical models, and
approximations necessary to work in multi-dimensional systems are presented. Both Legion
and QDCT are integrated into the Newton-X platform and are freely available.

Keywords: nonadiabatic dynamics, ab initio multiple spawning, trajectory surface
hopping, computational chemistry
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Introduction

The field of photochemistry studies the interaction of photons and molecules. Upon
absorbing light, a molecule changes to an electronically excited state. The behavior of the
system in this excited condition can be considerably different from that of the same system in
the ground, which is the least energetic state. The potential energy experienced by the system
varies significantly based on the level of excitation. This can facilitate reactions that, in the
ground state, would be slowed down or prohibited by high energy barriers. For example,
molecular photo-switches! and photochemical dissociations? are some of them to name.
Alternatively, fast relaxation without any chemical reaction can also be an essential aspect to
study, such as the stability of the DNA3# or applications like photovoltaics.>®

Computer simulations of these phenomena are essential to unravel the mechanisms of
photoreaction and relaxation, and multiple methods with different levels of approximation are
commonly used. Those methods can be classified into time-independent ones,’ usually focused
on analyzing the topography of potential energy surfaces, and dynamical ones,® which monitor
the time evolution of the system. Depending on the system being studied and the phenomenon
one intends to investigate, the theoretically rigorous methods can become computationally
unfeasible, limiting the options to more approximated ones. But this comes at the cost of losing
part of the effects that would happen in a real system, lessening the reliability of the results. To
address this problem, in this thesis, | present QDCT, a method to assess the quality of surface
hopping dynamics using Gaussian wavepacket propagation and possibly correct the results.
During the development of QDCT, I noticed a lack of easily accessible and efficient multiple
spawning software. To address this problem, | created Legion, a platform written to use and
develop methods of Gaussian wavepacket propagation. The program already comes interfaced
with a large variety of electronic structure methods. It contains multiple strategies to improve
the efficiency of the code. This thesis explains the implementation of those two codes and shows
how they can be applied to study molecular systems.

Some of the earliest and most important systems of interest in photochemistry are the
nucleobases, the building blocks that form the DNA.° Those molecules present high
photostability; after absorbing a photon, they decay quickly to the ground state and back to their
original conformation.'%12 This stability is important in preserving the structure of DNA. It has
been suggested that it is one of the selection factors in the evolutionary choice for the canonical
nucleobases in DNA.3* When this structure is not preserved, it can lead to health problems,
possibly cancer.’® A particular subfield of photochemistry, nonadiabatic dynamics, is very
important in investigating the deactivation pathways of the nucleobases.'®-?! Those deactivation
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pathways tell us what geometries the system will assume as it moves from the initial
conformation at the moment of excitation until it is relaxed and stable again. The
comprehension of those natural systems can be used to develop modified nucleobases,??%°
which can have medical applications,?”? or even propose and study new lifeforms, as in
xenobiology.?%

The contrary can also be found: systems that undergo a conformational change when
exposed to light, and their function depends on that. A typical example is the retinal. In its
relaxed state, it remains in a cis conformation, but when photoexcited, it rapidly switches to a
trans geometry and initiates a chain of reactions between proteins and neurons that ultimately
end up in the brain, the process of vision.3~*2 This effect has recently been investigated more
in the field of molecular photoswitches, where a system can be switched between two isomers
controled by light.3* Light has been gaining traction since it is not naturally part of many
systems, so it will not interfere with them and can be precisely controlled spatially, in time and
wavelength.®

The study of photochemistry and nonadiabatic dynamics requires coordination between
experiment and theory. Theoretical calculations are cheaper than experiments, so they can be
used to explore the chemical space and help guide experiments. They also allow us to inspect
the system closely; we can follow the electronic character over time, the conformations the
system can assume, the ratio between those conformations, and many other properties. The
models used for computer simulations are easier to control, and different effects can be isolated
to measure their impact on the phenomena of interest. Conversely, the experiments also serve
as a guide for the theory, validating which models could be used for the simulations and
verifying the calculations. An example of such a collaboration was the Boostcrop project, a
consortium of multiple researchers from experimental and theoretical groups aiming to design
molecular heaters to increase crop production under cold conditions.®® Their work investigated
molecules from the barbituric group, known for being good light absorbers in the UV-A
region,*” in their capability to release the absorbed energy as heat. A product of those molecules
could then be applied to crops to increase their average temperature, mitigating the adverse
effects caused by extreme cold conditions. This would allow harvesting at a prolonged time of
the year and in geographic regions otherwise unsuitable for cultivation. The computational
investigation, experimental synthesis, spectra, and toxicological analysis led to a candidate
molecule to be used as such a product.®

However, the theoretical work should not be seen simply as a stepping stone to filter out
unuseful molecules to reduce the number of experiments. It can also be used to understand and
question the experiments. In Ref*®, De Camillit et al. measured the lifetime of the excited state
of the four nucleobases and their respective nucleosides (nucleobase plus sugar). The
experiments were performed using a pump-probe ionization scheme. They concluded that the
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lifetime for adenosine (0.57 ps), the nucleoside, in the gas phase is about half the time for
adenine (1.1 ps). Later simulations® noticed that the dominant conformation responsible for
the decay involves a ring puckering that should not be affected by the presence of the sugar.
They also noticed that the ionization potential changes for adenosine as it goes towards the
crossing between states, going beyond the experimental setup. The experimentally measured
lifetime was shorter than expected, not because the molecule had decayed but because the
molecule left the probe detection window.

While computational methods are continuously being developed aiming to simulate larger
systems to obtain more precise results, they are not failure-proof. A recent prediction challenge
was released, in which a future experiment was announced, and theoretical groups were invited
to predict the measurements (Section 5.2). The experiment would measure the deactivation of
cyclobutanone excited to a Rydberg state, the second singlet excited state, to be precise.
Multiple groups contributed,**>* totaling 15 works using a vast combination of nonadiabatic
dynamics methods and electronic structure methods. The experimental result has still not been
released at the time of writing. Still, the wide range of results obtained by the different methods
points to a lack of self-evaluation from the purely theoretical works. There is general knowledge
that indicates which methods should be better for describing a given system, but even the golden
standard for nonadiabatic dynamics, MCTDH, returns different lifetimes depending on the
simulation.*%415% Without a ground on experimental results, we lack ways to assess the quality
of the computer simulations.

This series of examples proves the usefulness of theoretical work in helping to understand
molecular systems and their interaction with light. It also shows the importance of flexibility in
selecting the appropriate electronic structure approach when performing dynamics, which is the
major factor in controlling the quality of the simulation.®® If one specific method is known to
describe the system better, having it available for propagation would be desirable. The case of
the cyclobutanone prediction challenge® also reminds us that we are still dealing with models
that may not describe real systems well. In this thesis, | present my work attempting to address
those topics.

After going through the theoretical background, I present quantum dynamics from classical
trajectories (QDCT) in Chapter 3. , a novel strategy to obtain Gaussian nuclear dynamics by
post-processing the output of a trajectory surface hopping (TSH) simulation. QDCT does not
require any new electronic structure calculations. Because of that, it comes at almost no extra
cost when compared to the dynamics. The method is implemented in a program that has been
tested in analytical multidimensional systems (model Hamiltonians) and shows the potential to
become a tool to assess the quality of dynamics from a theoretical basis. It contains interfaces
to read the trajectories from the Newton-X NS format and Ulamdyn (Figure 1).
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The Newton-X Platform

Nuclear Ensemble Approach (NEA) Quantum Post

processing
DC-FSSH Dynamics

Multiple
Spawning

NX
ULaMDyn

Figure 1 Schematic description of the programs contained within the Newton-X platform.
QDCT and Legion, developed in this thesis, are shown on the right side.

The Newton-X package is used for surface hopping dynamics. The code has a long
history®"*8 and is interfaced with multiple electronic structure software. The original program,
Newton-X classical series (CS), contained the code for the initial condition generation,
dynamics propagation, and analysis. In the last five years, the code was reimplemented from
scratch in Fortran, with a focus on efficiency and data management, foreseeing applications in
long timescale dynamics.*® Associated with the development of this new series (NS), functions
were divided into different modules. The module responsible for initial conditions is still
available in Newton-X CS and can be used to generate the initial conditions for Legion as well.
Newton-X NS focuses on trajectory propagation and hopping, while the data curation is in
charge of Ulamdyn, a new software developed in the group with automated analysis methods.
The output of Legion is compatible with Newton-X NS, and Ulamdyn will be extended in the
near future also to perform the analysis of Legion’s AIMS simulations.

In Chapter 4. | present Legion, a software | designed and created to allow for flexibility in
developing nonadiabatic dynamics methods. This software is produced under the umbrella of
the Newton-X package and, consequently, inherits all the electronic structure interfaces
available in Newton-X. The first nonadiabatic dynamics method | implemented in Legion is ab
initio multiple spawning (AIMS).%° To use all those electronic structure methods, Legion also
makes use of known approximations and introduces new ones that allow for efficient
propagation and circumvents the need to compute the nonadiabatic coupling vector, which is
not available for all electronic structures.

| finalize in Chapter 5. with my contribution to papers that do not originate from this thesis
but relate to it in some topics.

14



1. Nonadiabatic dynamics

After a photon excites a molecule, its electronic state is not an eigenvector of the
Hamiltonian. This triggers the time evolution of the system until it is re-equilibrated, and energy
is released in this process.®* There are multiple mechanisms for the equilibration, and they are
usually summarised in the Jablonski diagram® (Figure 2). The process can be classified into
radiative, where a photon is absorbed or emitted during the transition, and non-radiative, where
no photon emission occurs.

b

E

O~
\
F
\ ! -
\ ~
SNl

>

Figure 2 Jablonski diagram. Radiative transitions in solid arrows. VE: Vertical excitation;
IC: internal conversion; ISC: intersystem crossing; P: phosphorecence; F: fluorescence; VR:
vibrational relaxation.

A molecule in its most relaxed state should be found close to the minimum of the ground
state (So).82 When the molecule absorbs a photon, it gains energy that allows it to jump to one
of the excited states (S1 in the figure), a vertical excitation. The system moves on the new
potential energy surface (PES), which has its own local minima and can be much different from
the ground state PES. The new topography can allow new reactions, while an energy barrier in
the ground state would otherwise prevent that. Beyond electronic excitation, the absorbed
energy can also cause vibrational excitation. This extra energy is dissipated internally, among
the vibrational levels, or to the surrounding molecules in the process of vibrational relaxation.5*

The system can undergo a transition to a lower-energy electronic state through internal
conversion between states with the same spin multiplicity.%> When the energy surfaces do not
favor internal conversion, the system might remain excited long enough to eliminate the extra

15



energy as a photon and fluoresce back to the ground state. A non-radiative process similar to
internal conversion can happen between states of different multiplicities if the system goes from
a single to a triplet (T1) state, an intersystem crossing.%®®’ Those are mediated by the spin-orbit
coupling between the spin and orbital angular momenta, but generally, it is a slower process.
Once inthe triplet state, the system can eventually decay back to the ground state while emitting
a photon during phosphorescence.®8:°

The dynamics methods treated in this thesis focus mainly on ultrafast dynamics, those that
happen from a couple hundred femtoseconds to a few picoseconds. This is primarily due to a
restrain in computational power to propagate dynamics for dozens or hundreds of thousands of
steps.”® An essential aspect of the ultrafast process is the presence of crossing seams and
crossing points.” Those unique geometries are characterized by the break of the Born-
Oppenheimer approximation, where the nonadiabatic coupling (NAC) is non-negligible and
different electronic states are degenerated.”

Nonadiabatic dynamics follows the system's behavior and help to understand which
processes contribute most to the deactivation.” Multiple families of methods with varying
degrees of approximation are used to study those systems. They generally propagate the system
in time following the time-dependent Schrédinger equation (TDSE) or some analogous.’
They allow us to track how much of the system can be found in each electronic state and the
associated nuclear behavior.

1.1. Nonadiabatic quantum dynamics

In molecular quantum dynamics, nuclei and electrons are treated at the same level of theory
when solving the TDSE. Multiconfiguration time-dependent Hartree (MCTDH)""® is likely
the most known method for performing molecular quantum dynamics. In this method, the
potential energy surface is precomputed to build a model system that represents the molecule
under study, containing both vibrational and electronic levels. The multiconfigurational
wavefunction is expanded as a linear combination of Hartree products of single-particle
functions.”” The equations of motion for the expansion coefficients and the single-particle
functions are obtained from the time-dependent variational principle, ensuring that the method
will return the optimal solution with the given basis. As is typical for multiconfigurational
methods, the number of configurations scales exponentially with the number of elements in the
basis, and so does the computational cost to propagate them.”® On the other hand, since the
variational principle propagates the coefficients, the method is expected to converge to the
numerically exact result as the number of configurations increases.®°

To alleviate the scaling problem, some variations of MCTDH have been developed.’! In
particular, a later formulation was introduced in which the single-particle functions could also
be expressed as time-dependent multiconfigurational expansions. This can be done recursively,
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adding one layer to each level of the single-particle function represented as an expansion. This
derived method is named multilayer MCTDH (ML-MCTDH).828 |t effectively moves the
scaling from a single combinatory problem of many degrees of freedom to multiple smaller
spaces. While conventional MCTDH is viable up to dozens of degrees of freedom, ML-
MCTDH can treat a few hundred.®

Still within the class of quantum dynamics, direct dynamics variational multi-configuration
Gaussian (DD-VMCG)®®" is a popular method for quantum direct dynamics.® In direct
dynamics methods, instead of fitting the potential energy surface prior to propagation, they are
computed only when necessary. The system evolves following trajectories, with well-defined
geometries that can be used to perform single-point calculations with any electronic structure
method. In DD-vMCG, those trajectories are used to build the nuclear wavepacket as a linear
combination of Gaussian functions.®® The force guiding the trajectories is obtained
variationally, and they are all coupled with each other. The Gaussian functions of the basis are

said to follow “quantum trajectories”.%

1.2. Nonadiabatic mixed quantum-classical
dynamics

In an attempt to obtain more straightforward methods and software, nonadiabatic mixed
quantum-classical methods® (NA-MQC) were developed, such as trajectory surface
hopping®*®2 and Ehrenfest®**® families of methods. In NA-MQC, the nuclear degrees of
freedom and the electronic ones are treated at different levels of theory. They consider nuclei
moving as classical trajectories propagated over the electronic surfaces. At the same time, the
electrons are treated quantum mechanically by solving the time-independent Schrddinger
equation (TISE). They are responsible for the forces used to propagate the nuclei. The classical
trajectories usually move independently from one another, and the swarm of trajectories can
recover the nuclear wavepacket in the classical limit.*®®" While those usually show good
agreement with higher-level methods, they use multiple approximations and, eventually, some

ad hoc ones.%8-100
4 p
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Figure 3 Placement of some nonadiabatic dynamics methods in the balance accuracy vs
computational efficiency.
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Between the high accuracy of quantum dynamics and the computational efficiency of
independent trajectories is the family of Gaussian wavepacket propagation methods (Figure 3).
Those also use the classically propagated trajectories, which are then used to construct nuclear
wavepackets that are evolved following the TDSE. Heller introduced the idea of propagating a
quantum wavepacket built from a linear combination of frozen Gaussians® that follows the
classical trajectories. An advantage that the Gaussian wavepacket methods have in comparison
to other NA-MQC methods is that, in principle, the quality of the result can be improved until
convergence by increasing the number of classical trajectories. One family of such methods,
which will be one of the foci of this thesis, is the multiple spawning.2%! It optimizes the balance
of quality and computational efficiency by automatically expanding the nuclear basis during
the propagation in the regions where extra trajectories are needed the most.

Another method that uses a Gaussian wavepacket is the multi-configurational Ehrenfest
(MCE)®4102103 gynamics. In it, the trajectories that guide the nuclear wavepacket are propagated
over an effective potential energy surface, as in Ehrenfest dynamics. The propagation over the
effective potential can lead to less separation between trajectories compared to when they are
following different electronic states.’®> A combination of the automatic control of the number
of functions in the basis, as in multiple spawning, and propagation of the Gaussian functions
over Ehrenfest trajectories gives rise to the ab initio multiple cloning (AIMC)°41% method.

This is not an exhaustive list of all methods used for nonadiabatic dynamics, but it does
show the flexibility of the Gaussian wavepacket.!%®1%” The equations of motion for those
methods can be simple, depending primarily on how one chooses to propagate the trajectories.
Those trajectories can be propagated at different levels of theory, such as quantum trajectories,
classical ones, or following an effective potential.®%8192 The nuclear basis can have a constant
number of functions or can be expanded along propagation.®%1%419 The different combinations
of the choice to treat the wavepacket give rise to multiple dynamics methods.
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2. Background Theory

2.1. Surface Hopping

Surface hopping is among the most popular families of NA-MQC methods in the literature.
In this approach, the nuclear wavefunction is represented by a swarm of classical particles
following a single Born-Oppenheimer PES, propagated independently from one another. At
each point, the trajectory can hop between electronic surfaces and transfer the population
between them. We focus here on the Fewest Switches Surface Hopping (FSSH)®! variant, where
this probability of switching between states is computed as a function of time to minimize the
number of hopping while still describing the correct population transfer. A scheme illustrating
the multiple trajectories and the hopping process is presented in Figure 4.

E

<

N

time

\¢

Figure 4 Scheme of the FSSH method. Classical trajectories follow the Born-Oppenheimer
PES with a chance to hop between states.

The nuclei of those trajectories are propagated classically, following Newton’s equation of
motion, and without interaction with the other trajectories in the swarm. The time-dependent
electronic wave function is expanded on the time-independent adiabatic electronic states
computed at the classical nuclear geometry. The expansion coefficients are propagated
according to the TDSE:

Cj =—ch (%HJK +0JKJ,
Hy =(¢ [H. 160, 1
O :<¢J %>r =dy -V,
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where I—L is the electronic Hamiltonian operator and ¢ are the electronic eigenfunctions, v is
the classical velocity of the molecule, and d,, =(¢, |V |¢), is the nonadiabatic coupling

vector (NACV) between states J and K. The index r indicates integration over the electronic
coordinates. o, is the time derivative coupling (TDC) that can be computed directly from the

nonadiabatic coupling or using other methods discussed in Section 2.3.

The information required to propagate the coefficients is obtained by single-point
calculations computed at the classical coordinates of the nuclei at each timestep, which also
provides the gradient of the current electronic state used in Newton’s equation. To account for
the transition between states, at each timestep, the hopping probability function is evaluated:

2At -
P.y= max[o,p—(h ' Im(p, H,) —Re(p,)d,, 'V) : (2)
]

Within the adiabatic representation, At is the size of the timestep. The electronic
Hamiltonian Hy = Eidi; depends on the adiabatic potential energy E, of state | since the
electronic states are orthogonal. For a single trajectory, the reduced density matrix elements
are:

Pu =CC;. 3)

In a more general case, the off-diagonal terms of the reduced density matrix, the
coherences, should also contain the overlap of the environment states,%® which decreases with
time, causing natural decoherence. In the case of an isolated molecular system, the environment
is the nuclear wavepacket. This overlap will always be one for a single trajectory, which makes
the surface hopping trajectories suffer from an overcoherence problem.!® Multiple methods
attempt to correct the decoherence effect lacking from FSSH while still in the context of
independent trajectories, %1112 pyt they are all ad hoc corrections.

A uniform random number is drawn together with the computation of the probability
defined in Eq.(2), and compared to it, the relation between them will dictate whether or not a
hop will occur. The stochastic process associated with the hopping probability describes the
population transfer along the dynamics. The hop between surfaces is also associated with a
correction in the momentum of the molecule to conserve the total energy.'*3

The independent trajectories make the method practical from the technical point of view
since each trajectory runs individually from a set of initial conditions. The number of processors
required is kept constant throughout the simulation and is stipulated by the electronic structure
method. Trajectories can also be submitted at different times and on multiple computers and
then copied to the same place for analysis. Unfortunately, this convenience is associated with
the limitations of the method. Surface hopping considers the linear combination of the
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electronic states to treat the nonadiabatic effects. However, the nuclear part of the wavefunction
is represented by a single element that does not interact with any other nuclear function.

Despite the limitations, decoherence-corrected FSSH (DC-FSSH) has shown its reliability.
Compared to other methods in benchmarks, it usually agrees with more expensive and less
approximated methods,%8114:115

2.2. Multiple Spawning

2.2.1.  Full Multiple Spawning

Another prominent approach to simulating nonadiabatic dynamics are the multiple
spawning methods: Full Multiple Spawning (FMS)!® and Ab Initio Multiple Spawning
(AIMS).8%117 These methods present some significant differences compared to surface hopping,
particularly in treating the nuclear degrees of freedom and the non-stochastic nature of the
propagation.

FMS also uses classical trajectories to propagate the dynamics. However, after the classical
propagation, they are blended into a linear combination to approximate the nuclear wavepacket.
This wavepacket is propagated quantum mechanically over the basis of classical trajectories. It
is said to recover the exact nonrelativistic solution within the limit of an infinite nuclear basis.!8

The automatic update of the number of trajectory basis functions (TBFs), the classical
trajectories, can control the balance between the method’s accuracy and computational
cost.}1%120 The population transfer between states is intermediated by a transfer between the
coefficients of trajectories on different states and happens in regions with high nonadiabatic
coupling. To allow for this interaction, the basis is expanded at the coupling region by spawning
(adding) a new trajectory, which is at the core of the method (Figure 5).11® Each trajectory being
propagated is monitored, and when they enter the coupling region, a new trajectory is created
on the other electronic state with which the initial trajectory is coupled. This child trajectory is
a copy of the parent when it reaches the maximum coupling value, and similar to FSSH, it has
a momentum correction to keep the total energy of parent and child the same. The child is then
added to the basis and is propagated on that new state.
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Figure 5 Scheme of the multiple spawning method. Classical trajectories follow the Born-
Oppenheimer PES, and new trajectories are added in regions with high coupling between
states.

For the propagation of the amplitudes, one uses a set of frozen Gaussians built around the
classical trajectories discussed in the following section. It is possible to notice how this leads
to a different treatment of the decoherence phenomena, lacking in FSSH, which is naturally
accounted for by the interaction between trajectories.

One potential problem due to the automatic expansion of the TBF is that the number of
trajectories being propagated increases exponentially. This can be a limiting factor, especially
for longer time scales. This is accompanied by the increased computational effort to perform
the simulation since each classical trajectory requires electronic structure calculations at each
timestep of propagation. Different methods exist to mitigate the cost, either by removing the
unpopulated TBFs, which have a negligible influence on the dynamics, from the entire set,'%
or by stochastically selecting a branch of trajectories to follow.°

2.2.2.  Ab Initio Multiple Spawning

AIMS differentiates itself from FMS by employing two main approximations: the saddle-
point approximation (SPA)*8 and the independent first-generation approximation (IFGA).80122
For the former, the matrix elements of the Hamiltonian associated with the potential energy and
nonadiabatic coupling are integrals over the entire nuclear space, which is impractical for
molecular applications. Instead, using the SPA, one relies on the localized nature of the
Gaussian functions to compute the potential energies and couplings at the centroid position
between each pair of trajectories. For the latter approximation, it is expected that for systems
with higher dimensionality, the trajectories rapidly move away from each other, and the overlap
between them decreases quickly, making the trajectories independent. In IFGA, instead of
starting the simulation from a set of initial conditions, multiple simulations are performed
starting from a single initial condition each.'??

In his seminal work on semiclassical approximation,®® Heller proposed using a collection
of frozen Gaussians to represent the nuclear wavepacket. Each Gaussian is built as a distribution
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centered at the position (R.) and momenta (P, ) of a particle following a classical trajectory.

The resulting wavepacket is a linear combination that can be written as

Q,(RH)=Y.Cl 17 (R),
‘ (4)

p=1

3N 2 1/4 _ _ _
7 (R)= H[ :pj exp[-@,(R, =Ry, (1)* +iP;, (R, — Ry, (1) +iy; ®)].

The index j counts the trajectories associated with an electronic state J. The index p runs
over all nuclear coordinates, N is the number of atoms in the system, and N; is the number of
Gaussians associated with state J. During the propagation, the widths (w)) are specific for each
atom type and are kept constant,'?® characterizing them as frozen Gaussians. The phase factor
y; is specific for each trajectory. This combines the advantage of approximating the quantum
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